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Abstract

Intrinsically disordered proteins (IDPs) are a subset of proteins that lack stable secondary
structure. Given IDPs’ polymeric nature, mean-field approximations have been previously
used to describe their statistical structure. However, the amino-acid sequence heterogeneity
and complex intermolecular interaction networks have significantly impeded the ability to get
proper approximations from such theories.

In my study, I focused on the intrinsically disordered tail domain of Neurofilament low
(NFLt). This polypeptide sequence comprises a 50 residue-long uncharged domain followed
by a 96 residue-long negatively charged domain. I will show how sequence composition affects
the complex interaction network and statistical structure of IDPs using NFLt as a model
system.

Specifically, I assess the impact of the two NFLt domains in and out of equilibrium con-
ditions using two variants of the IDP. Using synchrotron small-angle x-ray scattering, I find
that in equilibrium, the uncharged domain of the NFLt induces attractive interactions that
cause it to self-assemble into star-like polymer brushes. These brushes are shown to maintain
their stability in increasing electrostatic screening, following Pincus’ salted brush regime of
polyelectrolyte brushes. On the other hand, when the uncharged domain is truncated, the
remaining charged N-terminal domains remain isolated in solution with typical polyelectrolyte
characteristics. Such behavior for both variants is due to the complex short- and long-range
interactions within the IDP ensembles that change significantly in the presence of electrostatic
screening. Lastly, I compare these equilibrium results to previous studies on NFLs and NFLts
to draw further conclusions on their inner mechanisms.

Outside of equilibrium, I conducted magnetic tweezer experiments stretching and releas-
ing the NFLt constructs attached to a support surface and a magnetic bead. This study
follows up on previous experiments, which showed that the NFLt exhibits glassy dynamics
upon stretching and relaxation. These experiments demonstrated that multiple independently
relaxing segments within the NFLt were responsible for these dynamics. Here, the study is
repeated using the two variants to attribute these independently relaxing domains to the NFLt
sub-regimes.

This thesis is mostly based on my recently accepted work [1], also attached as supple-
mentary. This work concludes with an outlook for future work and the hope of linking IDP
sequences to functional, non-conventional polymers.
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1 Introduction

1.1 Proteins

Proteins play many crucial roles in biological systems, encompassing functions such as sig-
naling [2], gene regulation [3], transmission [4], and more. This functional diversity is generally
attributed to the unique composition of each protein and its interaction with the surrounding
environment. Proteins are essentially linear chains of amino acids, a group of twenty molecules
with distinct properties. The amino acid composition of proteins is commonly referred to as their
sequence or primary structure. The well-known principle in protein research is that proteins fold
into specific, stable structures known as their secondary structure [5]. Once folded, a protein
interacts with other entities within the biological system by its specific function [6]. This in-
teraction is often described as a lock-and-key mechanism due to the strong correlation between
structural specificity and functionality.

Figure 1.1: On the left: a schematic of an unfolded protein, a linear chain of amino acids (in
green). Undergoing folding, the protein shifts into a unique and stable structure, as illustrated
on the right.

The first work to successfully model the folded protein Myoglobin was conducted using X-
ray crystallography[7]. This work paved the way for the rising field of structural biology, which
significantly advanced our understanding of protein folding and function over the years [8]. Today,
we recognize that folding involves various processes influenced by amino acid characteristics [8].
One of the most well-studied of these processes is within the protein’s measure of hydropathy, in
which the amino acids conform into structures based on their ‘compatibility’ with the solvent [9].
Proteins often exhibit multiple hydropathic amino acids, organizing based on hydrophobic and

6



hydrophilic moments [10].

The apparent link between the protein’s primary and secondary structure has led to many
studies trying to find theoretical models and simulations that can predict secondary structure
given the sequence [11] (Fig. 1.2). More recently, artificial intelligence (AI) models with access
to large databases with thousands of cataloged proteins have shown great success in predicting
folding. In particular, AlphaFold is known to have been trained on over 170 thousand protein
structures and can tell the structure of specific domains within the protein with high accuracy
ratings [12]. Nonetheless, many proteins possess domains for which experiments and AI models
fail to predict their structure. As AI models, their results are solely determined by the data
they are fed. As such, this failure in predicting the structure of such domains indicates a lack
of data on structures of similar protein sequences. However, the inability to experimentally
resolve the unique 3D structure of those proteins remained a mystery for many years [13]. This
work experimentally studies such intrinsically disordered protein (IDP), which lacks a stable 3D
structure in its native form.

Figure 1.2: Comparisons between simulation result of protein folding (red) against measured
structures (blues). Figure adapted from [11].
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1.2 Intrinsically disordered proteins

Even as early as the 1950s [14], studies have implicated the notion that not all proteins, or
regions of proteins, possess the ability to conform to a stable structure, regardless of environmental
conditions [15]. Instead, depending on their sequences, these proteins constantly fluctuate between
alternative structures within an ensemble of conformations[16]. Following the previously described
structural biology dogma, the lack of secondary structure may imply that these proteins lack a
function. However, the assumption of uniquely correlating structures to functions is increasingly
being proven to be false with the discoveries of many such proteins that serve significant roles in
biological systems [17, 18]. One prominent example of such proteins is the tumor suppressor P53,
which was shown to participate in numerous processes within cells, even though it does not fulfill
the requirement of a singular stable 3D structure in native conditions [19].

These proteins are commonly referred to as ‘Intrinsically disordered proteins’ (IDPs) or as
proteins having ‘Intrinsically disordered regions’ (IDRs) if part of the chains do not uniquely fold
to a stable structure. From here, we face two questions that limit our understanding of IDPs:
What biological functions do they serve? And how can we measure and characterize them?

Figure 1.3: Schematic of protein folding. Green spheres represent amino acids that exhibit folding,
while purple circles represent the IDR of the protein.

1.2.1 What biological functions do IDPs serve?

The increasingly apparent importance of IDPs has led to a new paradigm of protein science -
the ’disorder-function’ paradigm. This paradigm contrasts the well-researched ’structure-function’
paradigm, as its basis lies in the ability of the IDPs to alter between multiple conformations.
Nowadays, the functions of IDPs are divided into 28 groups, a number which can only grow with
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future discoveries [17]. Here, I will focus on two major ‘archetypes’, broadly illustrating how an
IDP/IDR may function.

Non-binding IDPs/IDRs: Non-binding IDPs/IDRs do not possess a binding interface
to other molecules. Instead, they rely solely on their conformational freedom to perform their
biological function [17]. They can either appear within the protein (Fig. 1.3) or on its carboxy
and/or amid termini (Fig. 1.4A). One of their primary functions is to act as spacers, which
control the distance between two protein domains or between the protein and outside elements.
For example, the microtube-associated protein 2 (MAP2) projection domain repels any molecule
approaching the microtubes, thus regulating the spacing between these important cytoskeleton
components [20].

Binding IDPs/IDRs: Binding IDPs/IDRs rely not only on their conformational flexibility
but also on their ability to bind to other proteins or molecules to perform their functions [17]
(Fig. 1.4B). Binding IDPs/IDRs are further divided into two categories, relating to whether their
bond is permanent or not. A prominent example of a binding IDP is the Tau protein, which was
shown to bind to microtubes and promote their self-assembly [21].

Figure 1.4: A. Illustration of IDRs which act as spacers without binding to other molecules. B.
Illustration of IDRs which bind to other protein to form larger structures.

1.2.2 How are IDPs measured and characterized?

Being flexible chains, IDPs can not be characterizable using the same manners as folded
proteins. Measurement techniques such as X-ray scattering are often applicable; however, due to
the high flexibility of the IDPs, the amount of obtainable information becomes limited, requiring
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multiple measurement techniques to characterize all aspects of a given IDP. Below, I will detail
three such techniques and their advantages and disadvantages in measuring IDPs. In this work,
I used two of these techniques (SAXS and magnetic tweezers), and thus, further technical details
will be given in sections 4 and 5.

X-ray scattering. As one of the oldest used measurement methods, nowadays, X-ray scat-
tering is a commonly used technique for measuring IDPs [22] (Illustration Fig. 1.5A). In general
terms, X-ray scattering records the interference pattern resulting from a collimated X-ray beam
and the sample. The length scales at which X-ray scattering measures then depend on the maxi-
mum angle of the scattering, as determined by the distance between the sample and the detector.
For soluble polymers or proteins, the sample solution contains a large macroscopic amount of
proteins, each measured at a different conformation and orientation to the incoming beam. As
such, the scattering pattern can only capture the sample structural ensemble average. While this
may be a limited issue for stable structures, for IDPs, this means that we can only capture the
ensemble average of their conformations. This issue encompasses the most significant disadvan-
tage of X-ray scattering measurements. However, due to recent developments in IDP research,
much information can still be extracted using X-ray scattering techniques, lending it significant
use in the field. Due to the relevance of this technique to this thesis, more information about
X-ray scattering can be found in section 4.

Förster Resonance Energy Transfer (FRET). Using fluorescent markers attached/part
of the protein sequence, FRET measures the distance between the two fluorescent molecules [23]
(Illustration Fig. 1.5B). The simplicity of this method allows it to be used in numerous applica-
tions, such as protein-protein interaction and folding [24, 25]. Specifically for IDPs, this method
can be used to measure the end-to-end radius between any two residues, which in conjuncture
to appropriate theoretical models (see section 2) can be used to obtain important information
on the statistics of their conformations [26, 27]. FRET measurements can also discern protein
folding and disorder under specified environmental conditions [27, 25]. The ability of FRET to
measure distances gives it a distinct advantage over X-ray scattering in its ability to study the
distance between any two points, be it within the IDP by itself or with other entities in the
solution. Additionally, FRET experiments require a smaller quantity of proteins and can even
perform single-molecule experiments [27]. However, FRET experiments require the sample to be
modified to be measured, which could impact the results compared to X-ray scattering. Addi-
tionally, FRET measurements can only measure distances up to 10 nanometres, a much smaller
scale than in X-ray scattering.

Magnetic Tweezers (MT). MTs possess the unique ability to measure the mechanical re-
sponse of biomolecules, in addition to their dynamics [28]. MTs can measure the distance of the
IDPs from the surface to which they are attached and their response to external force [29, 30]
(Illustration Fig. 1.5C). As an advantage over FRET and X-ray scattering, MTs enable us to
perform specific tension-response experiments for IDPs with minimal altercation to the sequence.
Additionally, as single-molecule experiments, MT experiments allow us to measure the IDP’s
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kinetics without interactions that might occur in a populated solution. This aspect, however,
also encompasses one of their most significant disadvantages, as single-molecule experiments are
prone to many external issues that make it difficult to assess the validity of the results without
an extensive enough study.

Figure 1.5: A. Basic illustration of an X-ray setup. X-ray beam sent from the source which
is focused by two slits. The focused beam scatters off the sample, and gets recorded on the
detector screen. B. Simple illustration of an IDP within a FRET experiment. Measurements of
the fluorescent decays of the labled residues (in red and blue) are used to determine the distance
between them d. C. Simple illustration of the magnetic tweezers (MT) setup. The IDP chain is
tethered to a substrate and a magnetic bead on its open end. Two magnets exert a controllable
upwards force on the bead, which in turn changes the measured bead height L.

Depending on the situation, these methods hold unique properties that make one preferable
over the other. However, without a cohesive theoretical backbone, fully understanding the con-
formational ensemble of the IDPs could prove difficult. To that end, polymer theories are viewed
as prime candidates for IDP characterization due to the IDPs’ apparent similarities to polymers
[31, 32, 33, 17]. Recent years have even shown a rise in models sophisticated enough to fit the
properties of IDPs (charge distribution, hydropathy) and their ensemble structure behavior [34,
35, 36, 37, 38]. However, the difference between IDPs and polymers is still quite significant, as
IDPs are typically heterogeneous in their sequence, while polymeric models are mostly homoge-
neous. By now, this difference was shown to be a key issue when using homopolymer models on
some IDPs [32, 34, 26, 39, 40]. Sections 2 and 3 will focus on some of these models and their
degree of success with IDPs.
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1.2.3 Primary structure- the IDP sequence

With increased knowledge based on experiments and theory, the characteristics of the compris-
ing amino acid residues are known to be key in influencing the folding process, or lack thereof.
Below, I will concentrate on some of these characteristics and how they may lead to order or
disorder within the protein.

Hydrophobicity. Hydrophobic interactions are typically linked to protein folding because
they can arrange the protein chains in specific conformations. Hydrophobic amino acids are
abundant in folded proteins and comprise the folded core of the stable protein structure. These
hydrophobic cores are further stabilized by weak, short-range interactions referred to as van der
Waals forces. In contrast to folded proteins, IDPs feature much fewer hydrophobic residues (Fig.
1.6), contributing to their disorder [17] and improving their solubility in water [39]. At high
temperatures, however, hydrophobic interactions grow stronger, which can lead to partial folding
in some IDPs.

Quantifying the strength of the hydrophobic interactions is typically done using hydrophobic
scales [41]. In one such normalized scales, each amino acid is assigned a specific hydropathy
value λ, which ranges between 0 and 1 [41, 35] (Table 1.2.3). Such scales can be used to predict
the disorder propensity of proteins given their sequence [42] and to estimate conformational
preferences of intrinsically disordered proteins [35].

Amino acid R H K D E S T N Q C
λ 0 0.514 0.514 0.378 0.459 0.595 0.676 0.432 0.514 0.595

Amino acid G P A I L M F W Y V
λ 0.649 1 0.73 0.973 0.973 0.838 1 0.946 0.865 0.892

Table 1: Table containing hydropathy value λ for all Amino acids, as provided by [41]

Electric charge. Electrostatic interactions are unique in their ability to repel/attract residues
of similar/opposite charges over relatively large distances in salt-free solutions. These interactions
enable residues to influence internal interactions within the proteins (intramolecular) and exter-
nal with other proteins or entities (intermolecular). Within folded proteins, electrostatic forces
contribute to protein stability through short-range effects such as salt bridging, where opposing
charges strengthen the stability of hydrophobic bonds.

In contrast to hydrophobic residues, charged residues are much more prominent in IDPs than
in folded proteins. These charged residues typically appear in repeats of similarly charged residues,
contributing to the disorder of the chain by intramolecular repulsion. Within IDPs, electrostatic
interactions were proven immensely influential over their interaction landscape, correlating the
sequence of the charges within the protein and its conformations [37, 38]. Electrostatic effects
are also highly susceptible to charge screening, which can alter the IDP conformations and incur
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unfolding (denaturation) within certain folded proteins [27, 37].

Five amino acids possess a charge. Three are positively charged (K, R, H), and two are
negatively charged (D, E). A useful metric to describe the average charge of an IDP is the net
charge per residue (NCPR), which is defined as [43]:

NCPR =|
N∑

i

Qi |, (1.1)

where Qi is the charge contribution of the ith residue.

In addition to these two archetypes, certain amino acids may possess additional properties.
Cysteine (C) can form disulfide (S-S) bonds with other cysteines. Disulfide bonds are stronger
than most other residue-residue bonds and can be broken by a reducing agent. These bonds were
shown to modulate protein-protein interactions in certain proteins [44] and can induce IDP chain
polymerization [29].

Proline (P) and Glycine (G) are amino acids often appearing in IDPs and IDRs. Glycine
is characterized by its high degree of flexibility, favoring disorder. In contrast, Proline is much
stiffer, therefore disturbing the ability of the protein to form a secondary structure [45, 46]. Many
IDPs and IDRs are also characterized by a lower sequence complexity compared to folded protein
[47, 48]. Additionally, as mentioned, their sequence typically comprises many repeats of charged
residues, with only a few hydrophobic ones (Fig. 1.6). However, while many such correlations
between the sequence and disorder can be found, their exact correlation is still largely unknown
[13].

Figure 1.6: Amino acid enrichment in IDPs, adapted from Ref. [49]. Values were calculated by
100 - (% amino acids in IDR×100/% amino acids in total dataset).

13



1.3 Neurofilaments (NFs), and the NF-low disordered tail domain (NFLt)

The model IDP I will use in my thesis is derived from the mouse neurofilament low (NFL)
protein. Below, I will briefly explain my motivation using it as a model system.

Neurofilaments (NF) are a family of neuron’s specific cytoskeleton proteins. Unlike the other
cytoskeleton proteins, NFs are rather static and provide the neurons their structural and me-
chanical support [50]. NFs were shown to aggregate into clumps together when neuroaxonal
damage occurs in neurodegenerative diseases, such as Parkinson’s and Alzheimer’s’ [4]. NF sub-
units consist of one of the three NF proteins: NF-low (NFL), NF-medium (NFM), and NF-high
(NFH). All NF proteins possess both N- and C-termini IDR domains. The key molecular dif-
ference between the subunits is in the C-terminal IDR domains that significantly alter in length
and charge distribution (Fig. 1.7). NF subunit proteins assemble into bottle-brush structures, in
which their N-terminal domain makes up the folded backbone structure, while their C-terminal
domain consists of a protruding IDR.

NFL-t

NFM-t

NFH-t

Figure 1.7: Charge distributions of neurofilament high, medium, and low from top to bottom
respectively.

This thesis will focus on the NFL, specifically its disordered carboxy tail domain NFLt. The
NFLts protrude from the backbone and regulate the inter-filament distance [51]. NFL is also key
in regulating NF network formation under aggregation [52].

NFLt comprises 146 residues and can be roughly divided into two distinct sub-domains per-
taining to their charge distribution and hydropathy (Fig. 1.8A). Starting from the N-terminal,
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Figure 1.8: A. Sequence composition of the NFLt protein. Before residue # 50, the chain is
mostly neutral, with 15 scattered hydrophobic sites. From residue # 50 onwards, the chain is
highly negatively charged, featuring some scattered hydrophobic and positive sites. B. Net charge
per residue (NCPR) of the NFLt sequence with a sample size of 5 residues per blob. The neutral
nature of the first 50 residues contributes to a neglegible NCPR. From residue 50 onwards, the
NCPR per blob is almost entirely negative, with a positive NCPR on its tail end due to the
positive KKK residues. Graph provided by CIDER [53].

the first ∼ 50 residues of the NFLt are largely uncharged, with the first ∼ 10 residues from
the N-terminal tip being prominently hydrophobic. The second domain (residues ∼ 51− 146) is
largely negatively charged with a net charge per residue (NCPR) of −0.33 (Fig. 1.8B). Overall,
the NFLt is described as a polyelectrolyte (negatively charged chain) with an NCPR of −0.24.

Important to this study, previous studies showed that NFLts exhibit unexpected glassy dy-
namics under force-induced mechanic measurements [29, 30]. I will revisit these experimental
realizations in Sec. 6.5.3. Last, as I will show in section 6.3, NFLts aggregate from their hy-
drophobic N-terminal in isolation and form star-like brush ‘structures’ that still pertain to their
disordered nature.
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2 Polymer Physics

In their most basic form, polymers are chains of repeating monomers. For homopolymers,
all subunits are equal. Polymer physics theories are prime candidates for relating the structural
statistics of IDPs to well-researched and tested theoretical models for homopolymers. However,
homopolymers lack the required sequence complexity to render them fully equivalent in repre-
senting IDPs. However, understanding the ensemble statistics of homopolymers can give us an
estimation of how IDPs with similar characteristics will conform on average. Below, I summarize
some of the fundamental theoretical building blocks in polymer physics needed for our investiga-
tions.

2.1 Ideal Chains

I start with the simple case of ideal chains. In ideal chains, any long-term interactions between
the monomers are neglected, and we are left with a model that serves as the basis for the statistical
analysis of polymer conformation. The following text summarizes the key results described in
detail in [54].

We consider a chain of N bonded monomers with a constant bond distance l, resulting in
a maximum chain length of Rmax = Nl. When determining the ensemble average end-to-end
distance (Ree), it is clear that the Ree = Rmax is just one (unlikely) outcome. Thus, it is easy to
model the chain as a random walk of N sites, each separated by distance l. In this random walk,
each site i has an equal chance to move in any direction within the given constraints. For instance,
in a one-dimensional plane, site i could move from i− 1 by +l or −l in an equal probability.

In three-dimensional space, the displacement vector between the i − 1th and ith site is r⃗i.
Following, the total end-to-end length of the chain is then given by (Fig. 2.2):

R⃗ee =

N∑

i=1

r⃗i. (2.1)

As the polymers are an ensemble of many different conformations, we can find their ensemble
average of R⃗ee, which is evaluated by its mean-square value:

⟨R2
ee⟩ =

N,N∑

i=1, j=1

r⃗i · r⃗j . (2.2)

As the bond length is equal across the entire chain, r⃗i · r⃗j = l2 cos(θi j), the ⟨R2
ee⟩ can be approx-

imated as:
⟨R2

ee⟩ ≃ CNl2, (2.3)
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where in the limit of N ≫ 1:

C =
1

N

N∑

i=1




N∑

j=1

⟨cos(θi j)⟩


 . (2.4)

From here, we achieve the expression for the ensemble average of the end-to-end length, now
simply denoted as Ree:

Ree = C1/2l N1/2 (2.5)

Now, we can define an equivalent chain, for which Ree = bN1/2, where b is known as the Khun
length, the effective bond length of the chain. We are now left with finding the constant C, from
which b can be derived. C is dependent on which model is chosen for the ideal chain, some of
which are detailed below:
Freely joined chain. This model assumes a random conformation for each monomer (Fig.
2.1A), as such ⟨cos(θi j)⟩i ̸=j = 0 and ⟨cos(θi j)⟩i=j = 1. From here, C in Eq. 2.4 is calculated as 1.
Freely rotating chain. In this model, the bond angle is set constant on one axis but allowed
to rotate freely on the other (Fig. 2.1B). In this model, C = (1+ cos(θ))/(1− cos(θ)), where θ is
the chosen constant bond angle.

A B

l

θij

θij

θ
θ

l
l

l

l

l

Figure 2.1: A. Freely joined chain model. B. Freely rotating chain model.

In addition to Ree, another useful metric to describing the polymer ensemble is the radius of
gyration, RG, defined as the ensemble distance of the polymer from its center of mass (Fig. 2.2):

R2
G =

1

N

N∑

i

(r⃗i − r⃗cm)
2, (2.6)
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where

r⃗cm =
1

N

N∑

i

(r⃗i − r⃗j). (2.7)

Combining Eqs. 2.6 and 2.7, we can arrive to the following expression for R2
G:

R2
G =

1

N2

N∑

i

(r⃗i − r⃗j)
2. (2.8)

We again aim to find the ensemble average, for which:

⟨R2
G⟩ =

1

N2

N∑

i

⟨(r⃗i − r⃗j)
2⟩. (2.9)

In the limit of a long chain, the summations can be approximated as integrals, for which
√
⟨R2

G⟩,
now simply denoted as RG is found:

RG =
1√
6
bN1/2 =

1√
6
Ree. (2.10)

Ree

RG
CM

End

End

Figure 2.2: Visual schematic of the end-to-end distance Ree (the distance between the two ends
of the polymer) and of the radius of gyration RG (the mean distance of the monomers from the
center of mass (CM)).
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2.2 Real Chains

Real chains take into effect the steric repulsion between the monomers, previously ignored in
ideal chains. The steric effects can act as an energy boundary by a hard-core repulsion, which
disallows the monomers to come close to each other within a certain distance [54]. In the discussed
case of simple homopolymers, the ‘repulsion volume’ of the monomers, from which the monomers
cannot overlap, is dictated primarily by the condition of the environment of the polymer - the
solvent.

Given the solvent condition, commonly referred to as the solvent quality, the net interaction
between any two monomers is summarized by the excluded volume, which is derived from the po-
tential energy of the monomers given the solvent. Conceptually, the ‘excluded volume’ is positive
whenever the monomers ‘repel’ each other and negative when they ‘attract’ each other. Addition-
ally, a theoretical θ condition exists in which the attractive potential of the monomers cancels the
hard-core repulsion, which results in an excluded volume of zero and near-ideal conformations.

In real chain theories, three major ‘regimes’ of solvent quality are defined, which dictate the
obtainable range of excluded volumes. In good solvents, monomer-monomer attraction is prefer-
able over monomer-solution attraction, which results in net repulsion with a positive excluded
volume. In poor solvents, The monomer-monomer attraction is much more substantial than in-
teractions with the solvent, resulting in a net attraction and a negative excluded volume. Lastly,
in the θ solvent, the interactions are net-neutral, and the excluded volume is approximately zero.

Ideal chains assume that the polymers behave as ‘random walks’ - each monomer is connected
to its neighbors in a random orientation constrained by predefined conditions. The same model
can not be applied to real chains due to the steric interactions. Instead, a commonly applied model
is the ‘self-avoiding walk’ (SAW), which is defined by the inability of the walk steps to coexist on
the same lattice nodes. As such, SAWs are much more complex than random walks and typically
require simulations to solve fully [54]. However, an effective mean-field approximation can reduce
this complicated problem into a relatively simple model of energy reduction [55]. Minimizing
the total free energy of the polymer in the case of a good solvent, the Flory radius RF; i.e., the
end-to-end distance, is found by a simple scaling law of RF ∝ N3/5, which is typically generalized
as [54]:

Ree = aNν , (2.11)

where a is a parameter that depends on the excluded volume and the Khun length of the polymer,
and ν is referred to as the Flory exponent or the scaling exponent. Using the same terminology,
we can see that in the case of an ideal chain, ν = 1/2, in contrast to ν = 3/5, as obtained for a
real chain in a good solvent. Using the same mean-field approximations, it can be shown that for
a poor solvent, the same scaling law can be found, for which Ree ∝ N1/3; ν = 1/3 [54].

The final parameter to be found is a, which is related to the actual size of the monomers,
the polymer model used, and their excluded volume. In theta solvents, the parameter a is as
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was previously described for ideal chains. Likewise, with real chains in poor and good solvents,
the value of a depends on numerous parameters. For example, experimental measurements and
simulations have measured the value of a for intrinsically disordered proteins within the SAW
model to be 0.55nm [34, 56].

To complete our analogy to ideal chains, we aim to find the radius of gyration RG for real
chains and its relation to Ree. The ratio between RG and Ree is approximately given by [56]:

λ =
R2

ee

R2
G

=
2(γ + 2ν)(γ + 2ν + 1)

γ(γ + 1)
. (2.12)

Thus:

RG =
1√
λ
Ree =

√
γ(γ + 1)

2(γ + 2ν)(γ + 2ν + 1)
Nν , (2.13)

where γ is a constant given by 1.1615± 0.0011 [57].

In conclusion, the generalized description of chains can describe the approximate ensemble
conformation of real and ideal polymers in any solvent, using only a few parameters: the monomer
number N , the scaling exponent ν, and the prefactor a. Being flexible polymers, such a descrip-
tion could, in theory, describe the complex conformations of IDPs with only a few parameters. In
particular, ν has the potential to be able to distinguish between various folding states of different
proteins due to its unitless nature. For example, this usage of ν was shown to distinguish proteins
undergoing unfolding in denaturation by a transition of ν from 1/3 in the folded state to 1/2 in
the theta state and finally to 3/5 in the random coil state [27] (Fig. 2.3). In contrast to the
folded proteins, the measured IDPs maintained a ν higher than 3/5 under all conditions.

2.3 Polyampholytes

Until this point, the presented models were centered around charge-neutral homopolymers
that, at most, exerted intramolecular steric repulsion. Now, I focus on a far more complex case
of polymers comprised of charged molecules, polyampholytes. As discussed in section 1.2 for
proteins, charged monomers can construct a highly complex interaction network that couples
every charged monomer in the system via electrostatic interactions. This coupling makes the
polyampholyte problem extremely difficult to solve [58]. Regardless, efforts can be made to
simplify this problem to obtain an approximation of how charge-rich polymers’ regions may
expand or contract.

The below discussion on the mean-field results summarises the text in Ref. [59]. Using a mean-
field approximation, the free energy of the polyampholyte chain is comprised of two components:
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Figure 2.3: A. Scaling exponents ν in increasing denaturation (GdmCl concentration) for multiple
proteins undergoing unfolding and an IDP (in gray). Figure adopted from Fig. 3A of [27]. B.
Protein unfolding histogram in increasing denaturation (GdmCl concentration). Figure adapted
from Fig. 1B of [27].

the entropic component and the interactions component. The entropic component favors chain
conformations near the Gaussian chain size and increases upon deviation [60]. The interaction
component includes short-range and electrostatic interaction, which can be approximated by the
Debye Hückel approximation [61]. In generalized terms, the distinction between polyampholytes
and polyelectrolytes is made by the relative amount of negative and positive charges within the
chain.

The polyampholyte chain is assumed to be random, i.e., the negative and positive charge sites
are randomly distributed across the chain. Here, a chain of N monomers contains N+ positively
charged monomers and N− negatively charged monomers. Two new parameters are introduced
to distinguish between the polyampholyte regimes: the variance of charge asymmetry σ and the
reduced temperature t:

σ =
(f+ − f−)2

f+ + f−
, (2.14)

t =
1

(f+ + f−)lB/b
. (2.15)

Here, f± = N±/N , lB is the Bjerrum length, and b is the Kuhn length. lB is defined as the
inter-monomer distance at which the interaction energy between two molecules is comparable

21



to thermal energy; i.e., lB = e2/(4πϵ0ϵkBT ). Here, ϵ is the dielectric constant, and ϵ0 is the
permittivity of vacuum.

In addition, the Debye screening length λD =
√

ϵϵ0kBT/2NAe2I is defined as the persistence
length of the electrostatic interactions, where I is the ionization strength. Below, I will discuss
the results of the mean-field approximation for three distinct polyampholyte regimes.

Regime I: Neutral chains. The simplest case of a polyampholyte is when the electrostatic
contribution is less than the thermal energy. Here, the chain is described as in sections 2.1 and
2.2) with end-to-end radius (Ree):

Ree ∼ bNν , (2.16)

where ν = 1/2 for an ideal chain and 3/5 for a real chain. This regime applies when the electro-
static effects are weaker than the entropy contribution to the free energy. Thus, t > t1, where
t1 = σN3/2 and σN > 1.

Regime II: Polyelectrolytes. The second possible regime is that of a polyelectrolyte.
The electrostatic effects are considered significant in the polyelectrolyte regime, and the effective
charge is prominently negative or positive. As such, t < t1 and σN > 1 are the two conditions of
this regime. Starting with the simple case of ideal polyelectrolyte chains, free energy minimiza-
tion results in chain length (L) (the statistical length of the chain resulting from electrostatic
interactions, not to be confused with its contour length Lc = bN) of:

L ∼ bN(σ/t)1/3. (2.17)

A scaling argument can be made where the chain can be divided into N/g electrostatic blobs
of size D which contain g monomers. D is sufficiently small so that below D entropy effects are
stronger than the electrostatic interactions, and the chain behaves as a neutral chain (Fig. 2.4).
From balancing the repulsion energy with the thermal energy, g ∼ (t/σ)2/3 and:

D ∼ b(t/σ)1/3. (2.18)

In this case, the electrostatic repulsion between the blobs is strong enough so the chain is
stretched into a rod of blobs:

L ∼ D(N/g). (2.19)

For real chains, additional terms for the free energy need to be accounted for due to the
two-body repulsion. Here, chain length L is given by:

L ∼ bN(σ/t)2/7, (2.20)

and blob size D by
D ∼ b(t/σ)3/7. (2.21)
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Strong 
polyelectrolyte 

Weak 
polyelectrolyte 

Figure 2.4: Schematic of polyelectrolytes with changing reduced temperature t. The polyelec-
trolyte regime is characterized as a stretched chain of electrostatic blobs of size D. Within the
blobs, the chain segments behave akin to neutral chains. At the lowest limit t = t2, D is mini-
mized, and the chain length is maximized. At the highest limit t = t1, D equals the chain length
at its minimal value.

These repulsive interactions are prominent as long as the Debye screening length λD is larger
than the electrostatic blob size D. This condition is applied when t > t2, where t2 = σ1/2. At the
limit of t = t2, the electrostatic blob size reaches its minimum value and L reaches its maximum
value of:(Fig. 2.4):

D ∼ b(t/σ)1/3 ∼ bσ−1/6 ; ideal chain, (2.22)

D ∼ b(t/σ)3/7 ∼ bσ−3/14 ; real chain, (2.23)

L ∼ bNσ1/2 ; ideal chain, (2.24)

L ∼ bNσ2/5 ; real chain. (2.25)

In the strong polyelectrolyte limit, all charges are of one type. Here, σ = 1, and D is of
equivalent scale to the Kuhn length. Consequently, only one monomer is found within each
electrostatic blob, and L then results in L = bN , i.e., the length of a rod polymer.

The opposite limit of the regime is the weak polyelectrolyte limit, where t = t1 = σN3/2.
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Here, D and L converge to:

D ∼ L ∼ bN1/2 ; ideal chain, (2.26)

D ∼ L ∼ bN3/5 ; real chain. (2.27)

In this limit, D becomes sufficiently large to cover the entire chain, thus returning to the
neutral chain regime (Fig. 2.4).

Regime III: Polyampholytes. The third regime is the polyampholyte regime, for which the
reduced temperature condition is t < t2. Here, the chain collapses from the monomer attractions
and is described as a dense collection of debye blobs of radius λD (Fig. 2.5). In this dense state,
the chain is described by two parameters: its length (L) and its width (D). Additionally, due
to its new geometry, the entropy of the chain is now influenced by its surface tension. For ideal
chains, balancing the electrostatic repulsion of the Debye blobs with the surface tension results
in a constant number of monomers g ∼ 1/σ inside volume D3. From here, using equations 2.19
and 2.18:

L ∼ D(N/g) ∼ Nbσ2/3t1/3. (2.28)

For real chains, the following results can be found:

D ∼ bt2/3σ−1/3, (2.29)

and:
L ∼ DN/g ∼ Nb(tσ)2/3. (2.30)

Lastly, polyampholytes with a symmetric charge distribution (Nσ < 1) begin to collapse into
a globule of:

L ∼ D ∼ t1/3N1/3. (2.31)

In real synthetic or natural polyampholytes, charge distribution may fluctuate between re-
gions, leading to multiple regimes within the same chain. In sufficiently long chains, this behavior
could lead to complex structures such as necklacing, where condensed polyampholyte regimes are
connected by polyelectrolyte or neutral coiled regimes (Fig. 2.7A).

Using mean-field approximations, it was shown that regions with lower variance of asymmetry
(σ → 0) result in more compact chains with lower chain length (L) and width (D). Similar effects
were observed in experiments comparing model synthetic polyampholytes with different charge
patterning, which showed that more symmetric chains directly resulted in a higher radius of
gyration (RG) than asymmetric chains of the same length [33] (Fig. 2.7B).

As discussed in section 1.2, charged residues are abundant in IDP sequences, with most IDPs
classified as polyampholytes [33]. In many cases, the charge interactions resulting from their
charges are intertwined with their structure and function [37, 38, 62, 63].
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Figure 2.5: Schematic of polyampholytes with changing charge asymmetry (σ). At σ > 1/N , the
polyampholyte regime is characterized as a condensate of electrostatic blobs of size λD, where λD

is the Debye screening length. When σ < 1/N , the chain reduces into a near-spherical globule of
scaling L ∝ N1/3.

A BIdeal chain Real chain

Figure 2.6: Chain length L and width D dependency on reduced temperature t. In both ideal and
real chains, chain length L is maximized at t = t2, where the transition between the polyelectrolyte
and polyampholyte regime occurs. Figure adapted from [59].

An example of one such IDP is the Neuroscopa clock protein FREQUENCY (FRQ) [63] (Fig.
2.7C). At the start of the clock cycle, FRQ is in its closed state, stabilized by hydrophobic bonds.
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Figure 2.7: A. Schematic of polyampholyte necklacing, with green regions representing condensed
polyampholytes and purple representing the connecting coils. B. Radius of gyration (RG) against
the charge patterning parameter (κ) for the synthetic polyampholyte (Glu-Lys)25 variants of
different κ. Here, lower κ, which correlates to higher charge asymmetry, is shown to result in
higher RG values. Figure was adopted from [33], where more information on the polyampholyte
variants can be found. C. Neurosopa circadian clock IDP phosphorylation process schematic.
The phosphorylation process causes negative charges to accumulate on the protein (P spheres)
until it eventually opens. When the process is finished, a degradation process resets the cycle,
and the protein closes. Figure adapted from [63].

During the day, FRQ residues accumulate a negative charge by phosphorylation. Eventually, this
accumulation triggers a transition of the protein into an open state by the net-charge repulsion
of the negative charges. When FRQ opens, it exposes a signal that dephosphorylates the charged
residues, reverting the protein to its closed state and resetting the cycle.

Salt screening. The following discussion focuses on the case of a polyelectrolyte. Similarly
to the models of the salt-free discussion, the screened polyelectrolyte model is also based on a
mean-field approximation [64]. In the model, the effect of the intermolecular electrostatic repul-
sion is the expansion of the extended volume v to v′, where [65]:

v′ = v +
4πα2z2plB

κ2l3
, (2.32)
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where κ = λ−1
D and thus relates to the ionization strength by κ ∼

√
I. For RG = R0Ree =

R0

√
N/6 b, the prefactor R0 is given by [64]:

R5
0 −R3

0 =
134

105
(
3

2π
)3/2v′

√
N. (2.33)

On the other hand, for the high salt limit, real chain scaling is regained:

RG ∼ lv′1/5N3/5. (2.34)

While seemingly rudimentary, as this model ignores many underlying complexities of the short-
and long-range electrostatic interactions, it was shown to align with numerous polyelectrolyte
studies and even with some charged IDP measurements [37, 66]. For example, Liu et al. [66]
showed how the effects of salt on the Sic1 IDP correlate with the salted polyelectrolyte model
up until a critical salinity, where the experimental data deviates from the model (Fig 2.8). This
deviation at high salinity was deduced to be due to specific interactions between the ions, proteins,
and water molecules, which are unaccounted for in the Flory screening model.

Figure 2.8: A. Radius of gyration RG against increasing electrostatic screening (KCL concentra-
tion) for the SIC1 IDP. The blue line indicates an addition of a scaling parameter to equation
2.34. Figure adapted from Fig. 8 of Ref. [66].
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3 Polymer Brush Physics

Polymer brushes are a subset of polymer physics dealing with polymers sprouting from sur-
faces. Such modified surfaces can create a repulsive or attractive potential from the surface
they are attached to, which can be tuned to resist or attract molecules under specific conditions.
As such, recent years have shown a rise in many theoretical and experimental investigations to
explore their practical potential as surface modifiers. A common method for creating polymer
brushes is the ‘graft to’ method, in which already polymerized molecules are grafted onto a surface
(Fig. 3.1A). For example, recent studies have successfully formed high-density polymer brushes
by grafting Polyethylene-Glycol (PEG) polymers with reactive end-groups in Na2SO4 [67].

Polymer brushes can also be made by the ‘graft from’ method, in which the brushes form from
specific initiation sites found on the surface, from which polymerization occurs [68] (Fig. 3.1B).
Along with surfaces, polymer brushes can also be created employing self-assembly, in which the
polymers are designed to assemble into brush-like structures (Fig. 3.1C). For example, block
copolymers designed with a hydrophobic end can self-assemble into brushes with a spherical
surface [69, 70, 71].

A B C

Figure 3.1: Schematics of three different methods for creating synthetic polymer brushes. A.
‘Graft to’ polymer grafting method. This method involves grafting pre-assembled polymers onto
the substrate.B. ‘Graft from’ polymer grafting method. In this method, individual monomers
are assembled into polymers from the substrate.C. Block copolymer self-assembly into polymer
brushes. Hydrophobic blocks (blue) of multiple block copolymers self-assemble into spherical
brushes with protruding hydrophilic (red) chains.

Equivalent to synthetic brushes, some proteins assemble in nature to form brushes. This formation
can occur by several processes, such as self-assembling protein complexes with protruding IDR
terminals or IDP binding into other protein structures (Fig. 3.2). An example of self-assembled
protein brushes is the neurofilament proteins discussed in section 1.3. Neurofilaments assemble
into bottle-brush formations with protruding C-terminal IDRs, which mediate the inter-filament
distance between other neurofilament brushes [50, 52].

Binding-formed protein brushes can be exemplified by the Tau IDPs, which bind onto axonal
microtubules and act as brushes that stabilize the internal skeleton of the nerve cells [21, 72]. In
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neurodegenerative diseases, the Tau proteins were shown to disassociate from the microtubules
and self-assemble into fibrilar aggregates with protruding disordered brushes [73].

Another example of binding-formed protein brushes is the possibility of creating substrate-
bound IDP brushes, as with synthetic polymer brushes. These IDP-based polymer brushes hold
many advantages over traditional synthetic polymer ones, such as designable sensitivity to exter-
nal stimuli [62].

Figure 3.2: Illustration of IDP protein bottle brush formation by means of self assembly or IDP
binding.

Notably, the brushes’ polymeric structures differ from that of isolated polymers, thus requiring
a different theoretical approach. Various models, such as ones developed by Alexander-De-Gennes,
have shown success in correctly modeling experimentally observed behaviors of polymer brushes
[68, 74, 75]. Here, we will discuss some of these models and how they are used in the context of
real polymer brushes.

3.1 Neutral Brushes

Neutral brushes assume the tethered polymers to be uncharged homogeneous polymers of
equal chain length (N) and Kuhn length (b). The simplest case within neutral brushes is polymer
‘mushrooms’ in a good solvent. The ‘mushroom’ regime of the polymer brush is applicable when
the height of the brushes (L) is much smaller than the distance between the brushes (D) (Fig.
3.3).
In this case, the tethered polymers occupy the volume of around half of a sphere of Flory radius
[76]:

RF = bN3/5 (3.1)

The other case, where D < L, is the overlapping brushes, or ‘stretched chains’ regime [77]. In
this regime, the chain is subdivided into blobs of gD monomers, such that N/gD blobs occupy
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D
L

Figure 3.3: Illustration of the polymer brush ‘mushroom’ regime.

the chain (Fig. 3.4).

L

D

D

Figure 3.4: Illustration of the polymer brush stretched regime.

At small scales, the chain dimensions are dominated by excluded volume effects. As such, we
expect the correlation between the blob size (gD) and the distance between adjacent blobs (D)
to follow similar scaling as in Eq. 3.1 where

D = b g
3/5
D (3.2)

Thus, in the overlapping regime, each blob is considered a much smaller than the length of the
chain. As such, in a blob of volume D3, we expect the volume to be densely occupied, so that:

gD/D
3 ≃ ϕi/ a

3, (3.3)

where ϕi is the volume fraction of monomer i in the chain. The brush height (L) can now be
derived, by considering the total volume LD2 of a grafted chain of N monomers:

ϕi/N = b3/LD2. (3.4)
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Combining Eqs. 3.3 and 3.4 they’ve shown:

gD/D
3 ≃ N/LD2, (3.5)

from which L was estimated as:
L ≃ (N/gD)D (3.6)

From this equation, we see that L and D show a linear correlation. Using Eq. 3.4 and the relation
D = b

√
σ, where σ is the grafting density we find the relation:

L ≃ bNσ1/3 (3.7)

The stretching coils regime then describes each polymer as a chain of N/gD hard spheres with
volume D3, which is roughly equivalent to the excluded volume of the monomers. An example
of the brush regime transition can be seen in a past experiment of poly(acrylamide) (PAAm)
polymers on a substrate [74] (Fig. 3.5).

Figure 3.5: Mushroom to brush transition of PAAm polymers, adapted from Ref. [74].

3.2 Charged Brushes

Similar to the case of isolated polyampholytes, charged brushes are heavily impacted by the
electrostatic interactions of the monomers and show significant response to electrostatic screening.
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I again divided our discussion into salt-free and salt solutions, where I focus on the case where
the polyampholyte is a polyelectrolye for bravity. Additionally, I assume the chain to be a
‘strong’ polyelectrolyte; the charge composition of the chain to be unchanging in ionization.
Further reading on alternative cases can be found in Ref. [78]. Salt-free solutions. Similar
to neutral brushes, multiple ‘regimes’ exist within charged polymer brushes, dictated by their
grafting density. Here, I will discuss three such regimes furthered detailed in Ref. [79]. We start
with the charged mushroom regime, which is applicable up to a grafting density σ∗ ∼ L−2. In
this regime,the brush height is given by:

L ≃ bN (
lB
b
f)(1−ν)/(2−ν), (3.8)

where ν depends on the solvent and f is the degree of ionization. However, due to the long-ranged
electrostatic repulsion between the chains, it can be shown that above the critical grafting density
σorient ≃ (lB(fN)2 L)−1, these effects are pronounced enough to cause side-ways orientation in
the grafted chains, but not enough to affect their expansion [79].

Next is the Pincus brush regime. Here, the chains are close enough to each other for the
inter-chain interactions to be strong enough to hold consequence over the brush dynamics. In
this regime, the brush height follows:

H ≃ b(uf2σb2)(1−ν)/νN (2−ν)/ν . (3.9)

Comparing the obtained brush height to the ‘stretched brush’ regime of the neutral brush, we
notice that in good solvent (ν = 2/3) the brush height scales with ∼ σ1/2. This regime is
applicable as long as counterions are able to escape from the brush. From here, the Gouy Chapman
length (λGC) is introduced, which is defined as the distance in which the attraction energy of the
counterions is to the charged surface higher than that at the surface by KBT . As such, the upper
limit of the Pincus brush regime is defined as when the brush height surpasses the Gouy Chapman
length. From here, the upper limit is found as σPB ≃ (lBbN

2f2−ν)−1.

The next regime, termed the osmotic brush regime, is applicable when σ > σPB. In this regime,
the effects of the counter-ions dominate the properties of the brush. As such, the resulting brush
height in the osmotic brush regime is independent of the grafting density, and is given by [79]:

H ≃ bNf1−ν . (3.10)

Thus, in the osmotic brush regime, effectively all the counter-ions are ‘trapped’ inside the
brush, and its structure is determined by the osmotic pressure exhorted by the counter-ions.

Salted solutions Until this point, I had discussed the behavior of polyampholyte brushes
without consideration for charge screening. In the osmotic brush regime, when the osmotic
pressure of the counterions dominates the brush behavior, the dependency of the brush height in
grafting density is negligible. As solution ionization increases, this effect remains largely the same

32



Figure 3.6: Illustration of dependence of brush height (H) on the grafting density (ρ) for the three
polyelectrolyte brush regimes summarized in the text. Illustration was modified and adapted from
[79].

until a critical ionization concentration (I0), from which external ion concentrations overcome the
brushes’ free counterions [80]. In the presence of ionization, the osmotic pressure is derived as
[80]:

Π ∼ ckBT (κ0/κ)
2 (3.11)

Where κ0 is the inverse Debye length association with the counter-ions, and κ2 = κ0+κ2s describes
the total inverse Debye length, which takes into account the external ions, described by κs. In
the case where the ionization (I) is much larger than I0, it follows that κ0 << κs, and:

Π ∼ c2kBT/I (3.12)

The dependency of the osmotic pressure on the square of polymer concentration (c) is of the same
form as in neutral chains dominated by excluded volume repulsion [80]. As such, the ‘salt brush’
regime of the charged polyelectrolyte describes it as akin to a neutral brush with an enlarged
excluded volume, which is proportional to ∼ I−1. From here, in the strong screening limit, the
following relation between the brush height and ionization I is achieved:

H ∼ bNI−1/3σ−1/3 (3.13)

Interestingly, we see a return in the dependency of the brush height in σ, which was shown to be
lost in the osmotic brush regime.
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4 Small Angle X-ray Scattering (SAXS)

4.1 Basics

The X-ray scattering technique utilizes the properties of electromagnetic waves to characterize
nanostructures. The advantages of X-ray scattering include the ability to probe structures from
sub-nm to 10s of nm length scales without supplement markers and its non-intrusive nature, which
allows the sample to remain unaltered after the measurement. Important to protein studies, X-
ray scattering techniques allow the samples to be measured in solution with an accessible way to
control temperature, allowing researchers to observe their behavior under specific conditions.

In practice, x-ray setups comprise two basic components: A beam source and a detector.
Beam source. The beam source generates the X-rays as laboratory-scale apparatus or as part of
a synchrotron facility. Laboratory sources mostly employ X-ray tubes, which radiate X-rays with
applied voltage. These are typically small and offer limited tunability of the X-ray radiation.
Synchrotron sources are generated in large facilities employing particle acceleration. Charged
particles are accelerated across a large ring by a series of magnets to a speed close to the speed
of light. The beam is then directed into multiple paths, which connect to different beamlines
in which experiments can be conducted simultaneously (Fig. 4.1B). Further beam adjustments
can be made within the beamlines, allowing the users to tune the radiation source to best fit
their experimental needs. The tunability of the beam is a significant advantage over laboratory
sources, which need to be configured by the manufacturer for specific applications.

Another critical advantage of synchrotron radiation is the obtainable resolution of the mea-
surements, as the beams are with intensity larger than laboratory sources in orders of magnitude
with greater focus. These properties allow for much more X-rays to scatter off the sample at any
given time.

Inside the beamline, the X-rays go through a series of mirrors and slits that aim to control the
beam size and its divergence (Fig. 4.1C). In addition, monochromators such as crystals enable
the beamline to select a desired wavelength range for the experiment. Within laboratory setups,
most of the optical alignments are done within the beam source by the manufacturer, whereas
further alignments to the setup are done by motorized stages, which can direct the beam at
different orientations.

Detector. The primary purpose of the detector is to collect the X-rays scattered off the
sample. Two-dimensional detectors record images of the scattering positions throughout the
measurement. On the other hand, one-dimensional detectors record the scattering intensity of
the X-rays that come in contact with the detector. Typically, one-dimensional detectors would
be used for system calibration, while two-dimensional detectors for measurements. The detector
can be moved closer and further from the sample to collect different scattering angles’ dynamic
range. The distance between the sample and the detector allows the measurement to focus on
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different length scales. Detectors in laboratories and synchrotrons operate on similar principles.
However, in many cases, synchrotron detectors are much larger and designed to collect much
more information at once.

Figure 4.1: A. Schematic of the ESRF synchrotron facility. From the acceleration ring (storage
ring), the X-rays are diverged into numerous beamlines (in lines). Image courtesy of the ESRF
communication group. B. Schematic of the ID02 beamline of ESRF. The X-rays are first attuned
to a specific wavelength through the monochromators. Following, the divergence and size of the X-
ray beam is controlled by a series of slits and mirrors. Finally, the X-rays converge on the sample
and are measured by the detector tube on the far end of the beamline. Figure adapted from https:

//www.esrf.fr/home/UsersAndScience/Experiments/CBS/ID02/BeamlineLayout.html.
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In my work, I focus on a specific X-ray technique - Small Angle X-ray Scattering (SAXS).
In SAXS, the detector is at a distance sufficiently large from the sample so that the scattering
angles are very small [81]. Below, I will summarize the basics of SAXS, explored in more detail
in the reference textbook [82].
As X-rays pass through the sample, they can scatter off the electron cloud surrounding the
sample’s atoms. Upon scattering, the propagation vector k⃗ of the x-rays scatters at an angle θ
from its initial orientation, resulting in a final vector of k⃗′. We additionally assume the scattering
to be elastic so that the magnitude of the propagation vectors does not change and is equal to
2π/λ, where λ is the wavelength of the X-ray. From here, we can calculate the phase difference
of the scattering to be:

∆Φ = (k⃗ − k⃗′) · r⃗ = q⃗ · r⃗ (4.1)

where q⃗ = k⃗ − k⃗′ and is defined as the momentum transfer vector, or the scattering vector of
scattering incident. As the scattering is elastic; | q⃗ |= 2 | k⃗ | sin(θ) = 4π/λ sin(θ).

X-rays hitting the sample scatter off the electrons comprising the atoms. Considering an atom
with electron cloud density ρ(r⃗), the scattering amplitude of the atom f0(q⃗) becomes:

f0(q⃗) =

∫
dr⃗ ρ(r)eiq⃗·r⃗. (4.2)

A molecule comprised of n atoms at distances r⃗0, r⃗1, r⃗2, ..., r⃗n from each other is then given
by:

f(q⃗) =

n∑

j

f0
j (q⃗) e

iq⃗·r⃗j . (4.3)

As a sample typically comprises of a number of molecules, it then follows that its scattering
amplitude is similarly described as:

F (q⃗) =
n∑

j

fj(q⃗) e
iq⃗·r⃗j . (4.4)

The scattering intensity is then:

I(q⃗) = |F 2(q⃗)|=

∣∣∣∣∣∣

n,n∑

j,l

fj(q⃗)fl(q⃗) e
iq⃗·(r⃗j−r⃗l)

∣∣∣∣∣∣
. (4.5)

Assuming the sample is comprised of similar molecules, in the small scattering angles it has
been shown that:
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I(q⃗) =

∣∣∣∣
∫

V
dV fρate

iq⃗·r⃗
∣∣∣∣
2

, (4.6)

where ρat is the average molecule density. Here, the form factor is defined as:

F (q) =
1

V

∫

V
dV eiq⃗·r⃗, (4.7)

and:

I(q⃗) = ρ2V 2|F (q)|2. (4.8)

The final expression of the intensity can be divided into two terms. The (ρV )2 term is
proportional to the scattering length density of the particle (ρ) squared and is related to the
total observed intensity. The scattering length density is a measure of the scattering power of
the sample. It is calculated by summating all atoms/molecules scattering contributions in the
sample divided by volume. In this case, ρ = ρsm − ρsl where ρsm is the scattering length density
of the sample and ρsl is the scattering length density of the solution. From the correlation to the
volume of the particle, its molecular weight can be approximated by [83]:

Mw =
NAI(0)

c∆ρ
, (4.9)

where NA is the Avogadro number and ∆ρ is the effective scattering length density per mass.
With good approximation, estimating the molecular weight through this method can result in
values within 10% of the particle’s molecular volume [84]. However, unwanted effects such as
scattering from the sample holder may result in a different I(0) than of the sample, rendering
this analysis false.

The second term of the intensity is the form factor term |F (q)|2, which is the Fourier-
transformed structure of the particle and is related to the shape of the particles probed by the
X-ray. When a lower symmetry structure of the building blocks is present, an additional term
is added to the intensity equation: the structure factor S(q). Following, the scattering intensity
takes the form of I(q) ∝ |F (q)|2S(q).

4.2 Form Factor Analysis

As was shown in the previous section, the measured intensity of the sample directly relates
to the Fourier transformation of its real-space structure. As such, the typical main goal of
analyzing SAXS data is to identify the structural characteristics of the sample given the structural
parameters extracted from its measured form factor.
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4.2.1 Form Factors

R	=	2 R	=	2

2R
2εR	 L

2R2R

A C E

B D F

Figure 4.2: A, B. One-dimensional and two-dimensional scattering intensity of a sphere of radius
R with varying R values. C, D. One-dimensional and two-dimensional scattering intensity of
an ellipsoid of semi-axes radii (R,R, ϵR) with varying ϵ values. E, F. One-dimensional and two-
dimensional scattering intensity of a cylinder of radius R and length L with varying L values.

In this thesis, I will focus on samples having isotropic scattering. Isotropic samples possess
no orientational preference, for example, due to many random orientations in the ensemble of
sampled particles. The randomality of the sample orientation results in the X-ray scattering
occurring at multiple relevant angles, and the form factor is to be decoupled from the angular
(azimuth) angle of q⃗. Consequently, isotropic sample scattering incurs a loss of information from
eliminating the secondary scattering axis, even if the basic building block is anisotropic (Fig. 4.2).
However, the dependency on only one q⃗ component makes the scattering analysis easier (although
not unique), as the angular component of q⃗ can now be integrated over. This integration results
in a one-dimensional scattering intensity I(q), which will be used in the following discussions.
Below are some examples of one-dimensional form factors.
Spherical, ellipsoidal and cylindrical particles. The form factor of an ensemble of particles
of a spherical radius is given by (Fig. 4.2A):

F (q) = Φ2(q,R), (4.10)
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where Φ2(q, r) is the sphere scattering amplitude and can be found in table 2. The ellipsoid form
factor is a more generalized version of the spherical variant. The ellipsoid is defined with three
semi-axes with radii (R,R, ϵR). The ellipsoid form factor is then an integration over all possible
radii of the ellipse (Fig. 4.2B):

F (q) =

∫ π/2

0
dα sin(α)Φ2(q, r(R, ϵ, α)), (4.11)

where r(R, ϵ, α) is found in table 2. The form factor of a cylinder of radius R and length L is
given by [ref] (Fig. 4.2C):

F (q) =

∫ π/2

0
dα sin(α)Φ2

c(q, r(R, ϵ, α)), (4.12)

where Φ2
c(q, r) is the cylindrical scattering amplitude and can be found in table 2.

Type Φ(q, r) r(R, ϵ, α)

Sphere sin(qr)−qr cos(qr)
(qr)3

R

Ellipsoid 3 sin(qr)−qr cos(qr)
(qr)3

R(sin2(α) + ϵ cos2(α))1/2

Cylinder B1(qr cos(α)) sin(qLcos(α/2))
qr sin(α)qL cos(α/2) R(sin2(α) + ϵ cos2(α))1/2

Table 2: Scattering amplitudes of the spherical, ellipsoidal and cylindrical form factors. For the
cylindrical form factor, B1 is the Bessel function of the first kind.

Gaussian polymers The Gaussian polymer form factor describes the ensemble structure of
Gaussian chains (section 2). The Gaussian form factor is given by (Fig. 4.3):

F (q) = Ψ2(qRG), where: Ψ(x) =
1− e−x

x2
. (4.13)

4.2.2 Structural Disorder

In some cases, the measured sample will have varying degrees of structural disorder. Samples
such as an ensemble of homogeneous spheres possess no structural disorder, reflected in the X-ray
scattering shown in Fig. 4.2. As the measured intensity profile reflects the reciprocal space of the
sample’s structure, the intensity curve will result in a series of repeating peaks at the high q range.
This property of X-ray measurements is vital to crystallography, where the measured reciprocal
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A
B

Figure 4.3: A. One-dimensional scattering intensity of a Gaussian chain with varying RG values.
B. Two-dimensional scattering intensity of a Gaussian chain with RG = 2.

space peaks are used to extract the lattice points of the measured crystallized sample [85]. In
the opposite case, samples such as flexible polymers are entirely disordered, a characteristic that
is also reflected in the resulting X-ray scattering. As the measured intensity now comprises an
ensemble average on the reciprocal space of many different ‘structures,’ the high q range will
show little to no repeating peaks (Fig. 4.3). Such scattering behavior makes it impossible to fully
characterize the many possible structures of the sample, as with ordered particles or crystals.
Instead, parameters such as the radius of gyration RG are used to characterize the ensemble
behavior of the conformations.

In addition to both extreme cases, many samples may exhibit a degree of disorder while still
retaining the scattering peaks aspect of ordered structures. A commonly observed example of
such scattering is in polydisperse (heterogeneous) samples. Polydispersity causes the measured
peaks to exhibit ‘stretching’ based on the variance of the structural parameters of the sample
(Fig. 4.4). In extreme cases, this stretching can cause a complete overlap of the peaks, resulting
in an entirely disordered scattering profile.

The structural disorder of the sample is easily detectable by a Kratky plot (Fig. 4.5). In a
Kratky plot, the intensity is multiplied by q2 and is plotted against q. The scattering of a solid
body decays at high angles at a rate of I(q) ∼ 1/q4 [86]. Multiplying I(q) by q2 results in a
bell curve at the point where the decay of the scattering overcomes the rate at which q2I(q) is
increasing. For disordered samples, on the other hand, the high angle decay is at the rate of
I(q) ∼ 1/q2 and will not result in a bell curve transition when multiplied by q2 [86]. The same
analysis can be done for partially disordered samples, first showing the structured peak at the
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R	+	3∆R

P(R)

R

Figure 4.4: A. One dimensional scattering intensity of a polydisperse sphere with radius R = 2
and varying standard deviation ∆R. Radius polydispersity was modeled by a Gaussian distribu-
tion. B - F. Two dimensional scattering intensity of the polydisperse spheres .

lower q range but not exhibiting the ∼ 1/q2 decline at high angles.

Figure 4.5: Kratky plots of proteins at multiple stages of disorder. Adapted from https://

www-ssrl.slac.stanford.edu/smb-saxs/content/data-analysis-primer.
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4.3 SAXS analysis of polymers

As the conformational flexibility of polymers possesses no orientational preference, their X-
ray scattering is isotropic. Thus, the intensity function of measured polymers is given by the
azimuthally integrated scattering intensity I(q). Below, I will detail the most commonly used
methods of analyzing polymer scattering:

Guinier analysis. One of the most commonly used analyses is the Guinier analysis, which
can be used to estimate the particle’s size [82, 5]. This estimation is done by evaluating the
particle’s radius of gyration RG, which describes the average distance of a molecule from its
center of mass (see section 4.1). In essence, the Guinier analysis is an approximation of Eq. 4.8
at the low q range, which turns to:

I(q) = I(q = 0)e−
q2R2

G
3 +O(q4). (4.14)

This approximation is effective up to qRG ∼ 1.3. The Guinier method applies to polymers and
unfolded proteins, whose scaling exponent (ν) can be estimated with Eqs. 2.9 and 2.13 for ideal
and real chains, respectively. This method, however, possesses several shortcomings. First, the
reliance of its upper effective bound on RG means that larger chains have a smaller q range for
which the analysis is applicable, resulting in larger uncertainty. Additionally, the Guinier method
is known by previous experiments to mischaracterize the size of IDPs compared to more accurate
methods [87].

Extended Guinier analysis. With the shortcomings of the Guinier method in mind, Zhang
et al. have proposed an extended form of the Guinier analysis, which aims to be more suitable
for IDP characterization [87]. Upon further expanding Eq. 4.14, the prefactor of the extended q
term is dependant on ν, such that:

ln

(
I(q)

I(0)

)
= −1

3
(qRG)

2 − 0.0479(ν − 0.212)(qRG)
4. (4.15)

This extended form of the Guininer analysis was shown by Zheng et al. and by subsequent studies
to be able to extract more accurate information on the protein’s scaling [87, 26].

Gaussian chain approximation. An alternative method of characterizing the RG of chains is
by fitting the scattering intensity to a Gaussian chain form factor (section 4.2.1). This method
was shown to work relatively well with chains close to ideal conditions, i.e., with ν ∼ 1/2. Outside
of ν = 1/2, however, deviations from the model can be expected since the chains no longer obey
Gaussian statistics.
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Figure 4.6: Guinier extended Guinier and Gaussian chain fittings and fitting errors on two different
IDPs. A - B. IDP with a ν close to 3/5 and an RG of ∼ 4 nm (α-Synuclein IDP at 2mg/mL).
ν was calculated by Eq. 2.13. Bad fittings for the Gaussian chain model indicate that the chain
is not ideal, with the resulting ν = 0.6 contradicting the expected ν = 0.5. The Guinier and
Extended Guinier analyses exhibit a deviance from the data at very low q due to the value of RG.
C - D. IDP with a ν close to 1/2 and an RG of ∼ 1 nm (Segment 26-45 of NFLt at 1 mg/ml
as adapted from [26]). ν was calculated by Eq. 2.13. Calculated ν values were close to 0.5, thus
Gaussian fitting proved better than in A. Lower RG value than in A. resulted in a much later
deviation of the Guinier and Extended Guinier analyses from the data.

4.3.1 SAXS scattering of interacting polymers

When the sample ensemble contains intermolecular interactions, its measured intensity is
consequently affected through the inclusion of a non-trivial structure factor S(q). These effects
may occur in cases such as a system of charged polymers, where intermolecular electrostatic
interactions are expected to affect the conformational ensemble.

Intermolecular effects can quantified by viral expansion, where the second virial coefficient,
A2, is defined as the pairwise deviation of a particle from the ideal gas. Positive A2 values indicate
repulsive interactions between the particles, while negative indicate attractive interactions. A2 is
related to the scattering intensity by [88, 89]:

MwKc

I(q, c)
=

1

F (q)
+ 2MwA2c, (4.16)
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where K is a constant dependent on the diffraction coefficient, c is the particle concentration in
mg/ml, F (q) is the scattering form factor (see section 4.1), and Mw is the molecular weight of
the particle. Defining Ĩ(q, c) ≡ I(q, c)/c, and evaluating at q → 0 where F (q) → 1, Eq. 4.16
becomes:

MwK

Ĩ(0, c)
= 1 + 2MwA2c. (4.17)

It is convenient to normalize the 1/ ˜I(0, c) so that Ĩ(0, 0) = 1, as it then follows from Eq. 4.17
that MwK = 1, and finally:

1

Ĩnorm(0, c)
= 1 + 2MwA2c (4.18)

This analysis is typically presented in the form of a Zimm plot (Fig. 4.7), which plots the low
q region of 1/Ĩ(q, c) at various concentrations against q2, with an offset of α · c, where α is an
arbitrary constant. The q region of the plot is sufficiently small so that the 1/Ĩ(q, c) curve is
approximately linear, from which the intensity at q → 0 can be approximated. Finally, the
normalized 1/Ĩ(q, c) intensities for each concentration are used to extract A2, as described above.
In addition to 1/Ĩ(0, c), 1/Ĩ(q, 0) can also be extracted from the Zimm plot, which describes the
theoretical scattering at zero concentration - at the absence of intermolecular interactions.

1/I(0,c)	=	1	+	0
.013c	~

1/
I(
q,
0)

~

c	=	1
c	=	2 c	=	3

c	=	0

I(0,0)~

Figure 4.7: Normalized Zimm plot. Green, purple and pink lines are the 1/I(q) curves of the
protein at concentrations 3, 2, 1 times initial concentration c = 0.5mg/ml respectively. From the
1/I(q) lines, normalized 1/Ĩ(q, c = 0) and 1/Ĩ(q = 0, c) lines (yellow) are obtained by linear
fitting. Finally, the second virial coefficient A2 can be obtained as described in Eq. 4.18.
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5 Magnetic Tweezers

5.1 Overview

The non-equilibrium experiments of my study were conducted using a custom magnetic tweez-
ers setup [28, 90]. Magnetic tweezers experiments begin with the preparation of the flowcell, upon
which the sample chains are tethered. After the tethering process, magnetic beads are attached
from the free end of the tethers. The tethers can now be stretched by the magnet assembly,
which controls the magnetic field applied on the tethers by the rotation and height of the mag-
nets. Above the magnet, a laser is focused on the sample, projecting through the flowcell to
a high-speed camera. The camera is then able to record the 3D movement of the tethers using
tracking software [90, 28, 29]. The method by which force calibration was achieved is described in
section 5.2, and the polymer models used to describe the behavior of the polymers under strong
and weak tension are described in section 5.3.

Figure 5.1: A. Schematic of the magnetic tweezers setup. From top to bottom: A laser light
source focuses on the sample through the magnetic tweezers. The magnets stretch and rotate
the sample tether (purple) with an upward stretching force f . From the bottom of the stage,
the light from the laser source travels into a camera setup, from which the tethers are recorded.
B. Photograph of the flowcell. Below the flow cell is the focus point from which the laser’s light
travels to the camera. The stage is motorized so that the flowcell position relative to the magnets
and the laser is controllable. C. Resulting tether image from the captured camera, as adapted
from [91].
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5.2 Force calibration

A correct force calibration scheme is crucial to the success of any force-dependant single-
molecule experiment. Initially, the force applied from the magnets on the bead may be calculated
by the Maxwell equations:

f⃗ =
[
m⃗(B⃗) · ∇⃗

]
B⃗, (5.1)

where B⃗ is the magnetic field and m⃗ is the magnetic moment of the bead. In practice, bead-size
polydispersity may result in immense deviations in the magnetic moment between beads, with
a 3% polydispersity in the beads resulting in up to 9% error in calculations [92]. As such, this
method is impractical for accurately reading the stretching force. Instead, each bead is calibrated
individually by fitting a theoretical power spectral density (PSD) of a Brownian motion to the
calculated discrete PSD of the bead. Nonetheless, measurement effects such as non-uniform
frequency response, data distortion, and non-normally distributed measurement errors may prove
heavily detrimental to obtaining a good correlation to the theoretical model [91]. Here, I will
summarize the analysis method proposed by Lansdorp and Saleh [91], which aims to alleviate
these shortcomings.

As mentioned, the theoretical PSD of the bead is obtained by assuming it complies with
Brownian motion. This assumption holds due to the nature of the single-molecule experiment,
which allows us to presume the particle to diffuse in isolation. Additionally, the mass-related
effects of the motion are assumed to be negligible, and the tethered bead behaves as an over-
damped pendulum of spring constant κ. Thus, bead position x is given by:

κx+ αẋ = FL, (5.2)

where α = 2πηr is the dissipation of a spherical bead of radius r in a viscosity solution η, and
FL is the Langevin force. Using a Fourier transformation, we may now calculate the PSD:

P (f) =
kBT

2π2α(f2
c + f2)

, (5.3)

where fc = κ/2πα. From here, the positional variance ⟨x2⟩ can be found by integrating over
P (f), resulting in the equipartition result of kBT/κ. In finding κ, the applied force may now be
calculated as the force tension of a spring by F = κz, where z is the tether extension.

The connection to the theoretical data is done through the bead’s Allan variance (AV) [93].
AV is defined as half the ensemble-averaged variance of the difference between two consecutive
time samples:

σ2(τ) =
1

2

〈
(x̄τ,j+1 − x̄τ,j)

2)
〉
, (5.4)

where:

x̄τ,j =
1

τ

∫ τ(j+1/2)

τ(j−1/2)
dt x(t). (5.5)
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x̄τ,j closely resembles the bead position measured by the camera, which is given by:

xi =
1

τs

∫ ti+τs/2

ti−τs/2
dtx(t), (5.6)

where ti is measurement time of video frame i, and τs is the shutter speed of the camera. As such,
x̄τ,j is intuitively derived from the measured data. The AV is shown to correlate to the PSD by:

σ2(τ) =

∫ ∞

−∞
df

4 sin4(πfτ)P (f)

πfτ
, (5.7)

which, using Eq. 5.3, is solved as:

σ2(τ) =
kBTα

κ2τ

(
1 +

2α

κτ
e−κτ/α − α

2κτ
e−2κτ/α − 3α

2κτ

)
. (5.8)

Experimentally, AV is evaluated by binning the data into overlapping octaves, i.e., overlapping
bins of increasing bean size m = 2n, where n = 1, 2, ..., N . The containers are overlapping
such that the first bin is (1,...,m), the second (2, ...,m+1), the third (2,...,m+1), and so on for
m=1,2,4,8... In this case, the oversampled AV (OAV) is calculated at timescales τ = mτs and is
given by:

σ2
m =

1

2(N − 2m)(mτc)

N=2m∑

k=1

(xk+2m − xk+m + xk)
2. (5.9)

Finally, from fitting the oversampled AV of the data to Eq. 5.8 κ can be obtained, from which
the stretching force is easily calculated by F = κz̄, where z̄ is the average of the measured tether
extension (Fig. 5.2).

5.3 Polymer Stretching

5.3.1 Scaling

Polymers undergoing stretching may be described by scaling arguments [94]. In the scaling
argument, the chain is divided into n blobs of g monomers each (Fig. 5.3), all of which scale
according to:

ξ ≈ bgν , (5.10)

where ν was found to be 1/2 for ideal chains and 3/5 for real chains. As such, the entire chain
length is given as the product of all blobs:

z ≈ nξ ≈ R
1/ν
ee

ξ1/ν−1
, ξ ≈ R

1/(1−ν)
ee

zν/(1−ν)
. (5.11)
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Figure 5.2: Example of Allan variance (AV) fitting. To the data (blue), the theoretical AV (Eq.
5.8) is fitted, resulting in a κ of 0.0072 and a force of , 7.21 pN.

For these arguments to hold, blob size ξ is chosen such that in length scales smaller than ξ, the
chain “appears” unperturbed, and in length scales larger than ξ, the chain appears stretched. As
such, each blob contributes kBT to the free energy of the chain, and:

F ≈ kBTn ≈ kBT
z

ξ
≈ kBT

(
z

RG

)1/(1−ν)

. (5.12)

From here, the stretching force f required to extend the polymer to z is given by:

f =
∂F

∂z
. (5.13)

Finally, we obtain the following relation between f and z:

fb

kBT
≈

( z

Nb

)1/(1−ν)−1
. (5.14)

Importantly, the relation of the force extension of the chain is valid within the limits of Ree <
z ≪ Nb.

5.3.2 Worm-like chain (WLC)

As in the case of free polymers, the extension of stretched polymers may also be solved by
energetic considerations. Here, this is done by the worm-like chain (WLC) model of polymer
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stretching, which assumes the polymer to be near ‘rod-like’ under considerable stress [95] (Fig.
5.3). In this state, the polymer features numerous bends and is described by the curvature vector
r⃗(s), where s is arc length. When stretched to a rod, the maximum extension available to the
length is Lc, defined as the contour length. Additionally, the tangent vector of the curve is given
by t̂ = ∂sr⃗ and is defined as the unit vector. The final parameter is the persistence length lp,
the length scale over which the tangent vector remains unchanged, i.e., the chain is estimated
as rod-like. In the context of an ideal random walk chain, this results in a Kuhn length b = 2lp
and end-to-end length Ree =

√
2lpLc. From here, the bending energy cost per length is given by

kBT lpκ
2, where κ = |∂s(r⃗2)|. In total, the effective energy of the chain is given by [95]:

E

kBT
=

∫ LC

0
ds

lpκ(s)
2

2
− fz, (5.15)

where f is the force required to extend the chain to length z. Here, within strong and weak
stretching limits, upon minimization of the extension z the following interpolated relation can be
obtained [95]:

flp
kBT

∼ z

Lc
+

1

4(1− z/Lc)2
− 1

4
. (5.16)

From an analytical approximation, a more accurate form of the WLC relation can be obtained
[96]:

flp
kBT

=
1

4(1− z/Lc)2
− 1

4
+

z

Lc
+

i≤7∑

i=2

αi

(
z

Lc

)i

, (5.17)

where α2 = −0.5164228, α3 = 2.737418, α4 = 16.07497, α5 = −38.87607, α6 = 39.49944, and
α7 = −14.17718.

5.4 NFL glassy dynamics

In a previous study, the NFLt IDP was measured using a magnetic tweezers setup [29]. Due to
the relevance of this study to my thesis, its results will be summarized below. In that study, our
lab polymerized multiple NFLt to create long polymers suitable for magnetic tweezer experiments.
Next, the poly-NFLt was measured in two- and three-step alternating force experiments.

In the two-step force experiments, The polymerized NFLt subjected to were subject to a
pulling force f transitioned from a high force (f1) to a lower one (f2). Such a scheme resulted
in a logarithmic relaxation of the polymerized chain. These relaxations were shown to fit ∆L =
b log(t/t0), ∆L = L(t)− L(t0), where L is the measured bead height, t0 is an arbitrary reference
time, and b is the relaxation constant (Fig. 5.4). This logarithmic mode structure is associated
with an experimentally-measured structure memory effect: the Kovacs effect [97] (Fig. 5.5). To
validate the Kovacs memory effect for poly-NFLt, a second set of experiments introducing a
third force f3 were conducted. Specifically, the third pulling force was intermediate in strength
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Figure 5.3: Schematic of the Pincus blob and worm-like chain (WLC) models of polymer stretch-
ing. At low stretching force f , the Pincus blob method is applied, approximating the chain into
stretched spheres of size ξ. At high stretching force, the WLC regime is applied. In the WLC
regime, the polymer is described as a series of rods of length lp, where lp is the persistence length.

A

B

Figure 5.4: A. Example of a two-step experiment. At t = 0, the force is decreased from f1 = 50pN
to f2 = 9pN, resulting in a logarithmic relaxation (inset). B. Linear fitting of tether relaxation
∆L = L(t) − L(t0) to log(t/t0) for different relaxation experiments of the same f1 = 50 pN.
Figures adapted from Ref. [29].

(f1 > f3 > f2), and the switch to f3 occurred at a time short enough so the chain could not
relax completely. Importantly, the f3 measurements showed an increase in L(t) at the start of the
switch, followed by a decrease after a certain point in time - a signature of the Kovacs effect. Being
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B

Figure 5.5: A. Example of a three-step experiment. The force was initially f1 = 60 pN, then held
at f2 = 7 pN for tw = 10s, then increased to f3 = 19 pN. B. Binned extension dynamics of f3 from
A, showing a Kovacs hump [97]. C. Schematic of the underlying dynamics of the Kovacs hump.
Incubation of f2 for a shorter time causes most segments to fold, with the slower ones remaining
expanded (left). Transitioning to f3, the fast segments expand, leading to tether height L2 > L1.
Finally, the slow tethers begin to fold, resulting in tether height L3 < L2. Figures adapted from
[29].

an IDP, these heterogeneity-associated effects were suggested to be due to multiple modes within
NFLt that relax independently with a broad spectrum of timescales. In correlation to the Kovacs
hump, as the force transitions from f1 to f2, the slow modes remain extended, while the faster
modes have already collapsed due to the transition. Transitioning from f2 to the higher force
f3 before equilibrium ensures that the slow modes remain unchanged and the collapsed modes
expand. This transition leads to a slow tether height expansion, which continues until the slow
modes begin to collapse. Following, the height of the tether starts to decrease slowly. Using an
established mathematical framework for such relaxations [98], the poly-NFLt results were fitted
to a model that assumes that each of the n IDP segments relaxes on average exponentially within
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a timescale. Assuming that the timescale distribution P (τ) ∝ 1/τ :

L(t, f2)− L(t0, f2) = −Nα(f2)[η(f2)− η(f1)] log(t/t0), (5.18)

where η(f) is the density of mode states in log units, N is the degree of polymerization, and
α(f) is the relaxation amplitude. α(f) was chosen by the worm-like chain model, where α(f) =
ℓα0(f), where ℓ is the coil contour length, and α0(f) is the worm-like chain relative extension.
η(f) is found by P (log(τ)) ≡ η. Assuming the dependence on force to be by an activation
barrier ∆G, which by the Bell-Zhurkov expectation varies as f∆x for activation distance ∆x. As
such, τ = τexp(∆G/kBT ), and ∆G is uniformly distributed due to the constraint on τ . From
here: η(f) = kBT/fδx, where δx is the distance between the activation barriers of the different
segments. Finally, this expression was used together with Eq. 5.18 to obtain:

bf1/NkBTα0(f2) ≡ b̄ =
1

ρ

(
1− 1

f̄

)
, (5.19)

where f̄ = f2/f1, and ρ = δx/ℓ is the ratio between the activation distance and the contour
length. ρ then signifies the relative length of each relaxation mode. This model fit well with the
measured curves, with ρ = 0.1.
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6 Results

6.1 Experimental setup

As elaborated in section 1.3, the NFLt protein can be divided into two sub-domains: an
uncharged domain starting from its N-terminal and a negatively charged polyelectrolyte domain
starting from residue 52 until the C terminal of the protein. To study the effects of each, two
variants of NFLt were designed and measured. The first variant, WT, is the entire NFLt chain,
while the second variant, ∆N42 , is a truncation of the first 42 amino acids of the protein, leaving
only the charged domain (Fig. 6.1).
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A B

Figure 6.1: A. WT and ∆N42 sequence. Red indicates the ∆N42 regime, where the sequence
is mostly negatively charged. B. Net charge per residue NCPR of NFLt. WT NCPR is of the
entire chain, while ∆N42 starts from the arrow. Graph provided by CIDER with an amino acid
binning of 5 residues per blob [53].

The two variants were expressed using E. coli and purified up to 96% as described in the methods.
The following results are of two measurement methods: equilibrium ensemble measurements of the
variants with SAXS and non-equilibrium single-molecule measurements with a magnetic tweezers
setup. The SAXS results have been adapted from the paper which we have written on the results
of the experiments [1].

6.2 The Truncated NFLt

The ∆N42 variant was measured at five different buffers, which differ by the amount of salt
added to 20 mM Tris pH 8.0. Additionally, each buffer measurement was done in three protein
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concentrations.

6.2.1 Raw data

Raw 2D data was integrated azimuthally due to the sample scattering being isotropic. All
∆N42 measurements appear disordered, with a distinct lack of ordered structural characteristics.
This deduction can also be seen in the Kratky plots (Figs. 6.2B, 6.5).

A B

Figure 6.2: Raw data of ∆N42. A. Intensity (I(q)) against q. Scattering data resembles that
of a disordered Gaussian chain (dashed line). B. Normalized Kratky plot (q2I(q)/I(0) vs q).
Normalized Kratky plot of the same SAXS measurements. The plot displays disordered protein
characteristics. Both panels represent the ∆N42 variant measured in 20 mM Tris buffer, pH 8.0.
and 1 mg/ml. Figure adapted from [1].

As a disordered polymer, initial data fittings to the Gaussian model (Sec. 4.2.1) prove relatively
successful, although with observable deviations from the measured intensity curve. However, as
the measured IDP is not expected to be an ideal chain, deviations from the Gaussian model were
expected. The most appropriate approach to analyze ∆N42 would then be the extended Guinier
method (Sec. 4.3) due to its ability to extract the scaling exponent ν (Figs. 6.3, 6.4).
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qR		=	2G Extended	Guinier

Gaussian

Figure 6.3: ∆N42 Intensity (I(q)) fittings to the extended Guinier (red) and Gaussian (yellow)
models with deviation from data σerror = (Ifit − Idata)/σdata. Noticeable deviation from the
extended Guinier fitting arises at qRG ∼ 2. The figure represents the ∆N42 measurement in 20
mM Tris, pH 8.0, and 1 mg/ml protein concentration. The concentrations are arranged from C3

being the highest and C1 being the lowest measured. All concentrations and fitting results are
found in table 3.
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Figure 6.4: Extended Guinier fittings for all ∆N42 measurements. Dashed lines indicate the point
up to the fitting was made, at qRG = 2. Figure adapted from [1].
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Figure 6.5: ∆N42 normalized Kratky plots (q2I(q)/I(0)). Measurements show high level of
disorder, with negligible difference between the alternative protein concentrations. Here, the
concentrations are arranged from C3 being the highest and C1 being the lowest measured. All
concentrations are found in table 3.

Cs (mM) C (mg/ml) RG (nm) ν I0 (cm−1)

20 1.1 4.23 ± 0.05 0.642 ± 0.002 0.0228

20 0.8 4.56 ± 0.07 0.660 ± 0.66 0.0254

20 0.6 5.11 ± 0.13 0.689 ± 0.007 0.027

70 1 4.41 ± 0.12 0.652 ± 0.007 0.0259

70 0.5 4.53 ± 0.22 0.659 ± 0.012 0.0257

70 0.3 4.99 ± 0.46 0.683 ± 0.023 0.032

170 1.5 4.51 ± 0.05 0.657 ± 0.003 0.19

170 0.8 4.59 ± 0.11 0.662 ± 0.006 0.18

170 0.3 4.56 ± 0.27 0.661 ± 0.015 0.18

270 1 4.43 ± 0.06 0.653 ± 0.003 0.026

270 0.5 4.45 ± 0.1 0.654 ± 0.006 0.026

270 0.3 4.64 ± 0.16 0.664 ± 0.009 0.028

520 1.5 4.14 ± 0.02 0.636 ± 0.001 0.026

520 0.78 4.00 ± 0.08 0.628 ± 0.005 0.023

520 0.38 4.05 ± 0.35 0.630 ± 0.02 0.023

Table 3: ∆N42 Extended guinier analyis data. Analysis parametres (radius of gyration RG,
scaling exponent ν, and scattering intensity at q = 0 (I0)) obtained for different salt concentrations
(Cs) and protein concentrations (C). Table adapted from [1].

56



6.2.2 Scaling

As a polyelectrolyte, it is vital to separate the discussion on ∆N42 into two parts: low salt
and high salt conditions.

Low salt regime. In low salt conditions (salt concentration Cs = 20mM Tris, pH 8.0),
measurements of the lowest concentration (0.6 mg/ml) resulted in RG = 5.11 ± 0.13 nm and
ν = 0.689± 0.007. While the measured ν is higher than that of real chains, its value falls within
expectations for polyelectrolytes [26]. Increasing protein concentration, we see a drop in RG and
ν, leading to RG = 4.23± 0.05 nm, ν = 0.642± 0.002 at the highest concentration of 1.1 mg/ml.
This concentration-dependent shift is highly likely due to electrostatic intermolecular interactions.
In order to ’eliminate’ the intermolecular effects, we employ the ’zero concentration’ values of RG

and ν, which depict the structural ensemble of the chain in isolation. These values are obtainable
by performing the extended Guinier analysis on the Zimm I(q, c = 0) curve or by extracting the
c = 0 point on the RG(c) and ν(c) plots by linear fitting (Fig. 6.6, table 4). These result in
RG(c = 0) = 5.76± 0.31 nm and ν(c = 0) = 0.729± 0.015.

Cs (mM) RG (nm) ν

20 5.76 ± 0.31 0.729 ± 0.015

70 4.84 ± 0.27 0.677 ± 0.015

170 4.71 ± 0.04 0.669 ± 0.003

270 4.61 ± 0.16 0.663 ± 0.009

520 3.88 ± 0.04 0.620 ± 0.003

Table 4: Zero concentration extended Guinier analysis data. Analysis parameters (radius
of gyration RG and scaling exponent (ν) were extrapolated to zero protein concentration at
various salt concentrations (Cs). Table adapted from [1]

High salt regime. Differences in the protein extension are expected upon increasing salt
concentration (Cs). Starting with an increase of 50 mM NaCl, RG and ν already show little
response to changes in protein concentration (Fig. 6.6). This trend continues as Cs is further in-
creased, indicating that at Cs = 70 mM, a transition to the high-salt regime occurs. Interestingly,
at Cs = 520 mM, RG and ν increase slightly with protein concentration, likely due to complex
excluded volume interactions growing prominent in the apparent absence of strong electrostatic
repulsion. Upon reaching Cs = 70mM, zero concentration RG and ν drop to 4.84± 0.27 nm and
0.677 ± 0.015 respectively, a trend which continues up until Cs = 520 where RG = 3.88 ± 0.04
and ν = 0.620± 0.003 (Fig. 6.6). As suspected, the ∆N42 variant at Cs > 70mM is expected to
be in the high-salt polyelectrolytes regime. As such, the salted model of polyelectrolytes can be
applicable (Section 2.3, [64]) where:

RG = R0bN
ν , (6.1)
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Figure 6.6: Extended Guinier analysis ν and RG against protein concentration (C) for ∆N42.
Both RG and ν decrease with protein concentration at the lowest salinity. With increasing
salinity, zero concentration C = 0 RG and ν decrease monotonically. All values are found in table
3. Figure adapted from [1].

and R0 is given by:

R5
0 −R3

0 = A
134

105

(
3

2π

)3/2

v′
√
N, (6.2)

v′ = v +
4πα2z2plB

κ2b3
. (6.3)

Here, v is the excluded volume, α is the degree of ionization, lB is the Bjerrum length, zp
is the number of ionization groups per Kuhn segment, κ is the Debye length, and b = 0.55 is
the Kuhn length [56]. An additional scaling factor A was added to the equation to account for
discrepancies in the excluded volume. κ is directly dependant on Cs by ∼ √

Cs, and as such a
relation between Cs and R0 is achieved. From R0, ν may also be extracted by:

RG =

√
γ(γ + 1)

2(γ + 2ν)(γ + 2ν + 1)
bNν , (6.4)

where γ is a constant given by 1.1615± 0.0011 [57]. Fitting the scaling parameter A to the data,
the monotonic decline of ν in Cs is in good agreement with Flory’s theoretical model of salted
polyelectrolytes, with ν approaching that of a real chain (ν = 3/5) at the high salt (Fig. 6.7).
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Figure 6.7: Zero concentration ν of ∆N42 against salt concentration Cs (error bars). Flory salt
brush model fitting on the ν(c = 0) data is presented by the blue line(error bars). The model
shows a similar contraction with salinity to the data, replicating the considerable drop in ν with
salinity. All ν values are found in table 4. Figure adapted from [1]

6.2.3 Intermolecular interactions

The scaling analysis suggests strong intermolecular interactions, especially at low salinity. I
quantified those intermolecular interactions by evaluating the second virial coefficient A2 using
the Zimm analysis (Section 4.3.1. In the range Cs = 20 mM to Cs = 70 mM, A2 decreases while
remaining positive, indicating a decrease in repulsive interactions. Beyond Cs = 70 mM, A2

drops to zero and becomes negative, signifying attractive interactions (Fig. 6.8). These findings
indicate a transition from a low-salt regime (Cs < 70 mM) to a high-salt regime (Cs > 70 mM),
aligning with the scaling analysis.
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Figure 6.8: The second virial coefficient A2 as a function of the two variants’ salinity (Cs).∆N42 in-
termolecular interactions transition from repulsive to attractive as Cs increases. Inset: The Zimm
analysis used to extract A2 from SAXS ∆N42 data measured at various protein concentrations
(C). α = 0.01 is an arbitrary constant used in this analysis. All extrapolated A2 values can be
found in table 7. Figure adapted from [1].
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6.3 WT aggregates

6.3.1 Raw data

The raw data shows considerable structural deviations between theWTNFLt and ∆N42variant
(Fig. 6.9A). Specifically, the scattering at WT’s low q range suggests larger structures, while high
q scattering retains the expected IDP lack of structure, as measured in ∆N42. Additionally, with
increasing Cs, the initial low q structure grows in intensity. The kratky plot of the data again
shows the same mixed-scattering behavior, with a structured protein bell curve feature at low q
regime and lack of decline at higher q values (Fig. 6.9B).

Cs

Cs

A B

Figure 6.9: A. WT and ∆N42 scattering intensity I(q) vs. q for the highest measured protein
concentrations. Increasing salt concentration Cs results in a noticeable increase of the hump
at the start of the WT scattering curve. Regardless, all Cs concentrations show a different
scattering curve than the disordered ∆N42variant. B. Kratky plots (q2I(q)) of WT in different
salt concentrations Cs at the highest measured protein concentration. For the WT variants, the
bell shape at low q resembles that of ordered proteins in all salt concentrations. However, an
asymptotical decrease does not follow the bell-like structure, entailing that I(q) at high q values
do not decrease by ∼ 1/q4 as expected for ordered proteins. These Kratky plots then imply that
WT is partially disordered. Figure adapted from [1].

6.3.2 Modeling the WT aggregation

Clear structural deviations between WT and ∆N42 are already present in initial raw data
observations. These deviations present themselves in the arising peak at low q for WT, which is
shown to increase with salt concentration. From equation (4.9), the molecular weight (Mw) is di-
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Figure 6.10: Kratky plots (q2I(q)) for all WT measurements. Protein concentrations are arranged
from C4 being the highest concentration and C1 the lowest. In all salinity cases, there is no
discernible difference between the different protein concentrations. All measured concentrations
can be found in table 5. Figure data adapted from [1].

rectly correlated to I(q = 0) by Mw ∼ I(0)/ρ2. As scattering length density ρ remains unchanged
for all measurements, it is then deducible that the observed increase in I(0) directly correlates
to measurements of samples with higher molecular mass. These results strongly indicate sample
aggregation, which increases as salinity increases in the solution. Likewise, introducing strong
denaturing conditions (4M GdnHCl) to the solution leads to the elimination of the aggregation,
in correlation to known denaturation effects on protein unfolding and IDP expansion [27] (see
section 6.3.5).

Due to the aggregation, modeling WT through a Gaussian chain model is incorrect, as it
no longer represents an entirely disordered chain. Additionally, Guinier and extended Guinier
analyses will only be able to estimate the size parameters of the particle as a whole rather than
the individual aggregated tails.

As WT shows mixed ordered-disordered scattering, the simplest model to consider is that of
polydiverse spheres, cylinders, or ellipsoids. In this case, this model may describe a system of
polydiverse aggregates which fluctuate in size. Indeed, for low salt (Cs < 170mM), the model
that fits the most was polydiverse cylinders, while for high salt (Cs > 170mM) it was of spheres
or ellipsoids (Fig. 6.11).
These models, however, can only recapture the low q data and deviate from the high q scattering.
In the small scale (i.e., large q), the individual proteins are expected to behave as disordered
chains. As such, an additional form factor is added to the model such that the final form factor
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Figure 6.11: WT scattering with polydisperse form factors fittings. A. Polydisperse cylinder
(Cs ≤ 70 mM) and Polydisperse sphere (Cs ≥ 170 mM) fittings for different protein concentra-
tions. Fittings noticeably deviate from the data at high q. Here, protein concentrations were
offset for clarity, with the highest curve (blue) being the highest concentration. B. Fitting and
fitting error σerror = (Ifit − Idata)/σdata of Cs = 520 mM at protein concentration 2.5 mg/ml.

becomes:
F (q) = A× Fpr(q) +B × FG(q), (6.5)

where Fpr(q) and FG(q) are the polydisperse rigid structures and the Gaussian chain form factors,
respectively, and A and B are fitting parameters. With the new model, low salt measurements
and some high salt measurements fit the data better than the previous (Fig. 6.12). However, the
fits are still imperfect, particularly for the high salt data.
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Figure 6.12: WT scattering with fitting to the mixed form factor model F = AFpr + B FG,
where Fpr and FG are the polydisperse rigid structure and the Gaussian form factors respectively
(represented in dash lines in (B)).A. Fpp of polydisperse cylinder (Cs ≤ 70 mM) and polydisperse
sphere (Cs ≥ 170 mM) fittings for different protein concentrations. Fittings agree better with the
data at all q than simple polydisperse rigid structures. Here, protein concentrations were offset
for clarity, with the highest curve (blue) being the highest concentration. B. Fitting and fitting
error σerror = (Ifit − Idata)/σdata of Cs = 520 mM and 2.5 mg/ml protein concentration.
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The next stage is to consider a more complex model, which can account for the structural
relation between the disordered tails and the aggregates. As seen in ∆N42, the disordered tails are
highly charged and are expected to repel each other. This property, together with the large-scale
structure of spheres, could be representative of polymers that form an aggregation ‘core,’ from
which they protrude while repelling each other, resulting in a ‘spherical’ structure. Theoretical
models that describe this behavior are already present in literature, as they mirror the formation
of block-copolymer self-assembly into decorated micelles [99, 100].

The micelle model assumes a system of polymers, of which groups of Z individual chains
self-assemble into micellar structures with protruding Gaussian tails. The micelle form factor is
then comprised of four terms: The core form factor term Fc(q), the Gaussian tail form factor
term Ft(q), the core-tail correlation term Sct(q), and the tail-tail correlation term Stt(q). The
core form factor may be of many different structures, such as those described in section 4.2.1. For
WT, the form factors shown to fit are a cylinder for the lowest salt and a sphere of ellipsoid for
the rest. The form factor of the Gaussian tails has been adjusted to account for low aggregation
density [100]:

FRDA(q) = FG(q)/(1 + βFG(q)), (6.6)

where FG(q) is the Gaussian form factor given in eq. 4.13, and β is defined as β = 2A2Mc. Here,
A2 is the second virial coefficient (obtainable from the Zimm analysis), M is the molecular mass
of the individual chains, and c is their concentration. In the case of a sphere, the cross-correlation
term of the tails is given by:

Stt = Ψ2(q)

(
sin(q(R+RG))

q(R+RG)

)2

, (6.7)

where Ψ(q) is as given as: Ψ(q) = (1− e−x)/x2. The cross-correlation term between the core and
the tails is given by:

Sct = Φ(q)Ψ(q)

(
sin(q(R+RG))

q(R+RG)

)2

, (6.8)

where Φ(q) is from table 2.

For the ellipsoid and the cylindrical cases, the cross-correlation terms now require an integra-
tion. For the ellipsoid:

Stt = Ψ2(q)

∫
dα

(
sin(q(r(α) +RG))

q(r(α) +RG)

)2

, (6.9)

Sct = Ψ(q)

∫
dαΦ(q, r(R, ϵ, α))

(
sin(q(r(R, ϵ, α) +RG))

q(r(R, ϵ, α) +RG)

)2

, (6.10)

where r(R, ϵ, α) and Φ(q) are given for an ellipsoid in table 2.

Similarly, for the cylinder the form-factor contributions are:

Stt = Ψ2(q)

∫
dα (Ξ(q,R+RG, L+ 2RG, α))

2 , (6.11)
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Sct = Ψ(q)

∫
dαΦC(q,R, L, α) (Ξ(q,R+RG, L+ 2RG, α))

2 , (6.12)

where ΦC(q,R, L, α) is the cylindrical form factor given in table 2, and Ξ is given by:

Ξ(q,R, L, α) =
R2B1(qR sin(α)) cos(qL cos(α)/2)

(R+ L)qR sin(α)
+

LB0(qR sin(α)) sin(qL cos(α)/2)

(R+ L)qL cos(α)/2
. (6.13)

Finally, the total form factor is written as:

F (q) =
1

(βc + βt)2

(
β2
cFc(q) +

β2
t

Z
FRDA(q) +

(Z − FRDA(0))β
2
t

Z
Stt(q) + 2βcβtSct(q)

)
(6.14)

For consistent terminology, RG is identified as half of the brush height of the tails and is
renamed to h/2. In the low salt case, the model with a cylindrical core was shown to have a
good fit (Figs. 6.13, 6.15). In the rest of the cases, both spherical and ellipsoidal cores had good
fits (Figs. 6.13, 6.14). As the resulting structure parameters were identical, the spherical core
was chosen for its simplicity over the ellipsoidal core. Regrettably, measurements at Cs = 70
mM could not fit the model. Section 6.3.5 will further discuss these measurements. All fitted
parameters are in table 5.

As the aggregation number for all measurements was relatively low (less than 10), in the
context of the measurements this model is described as a ’star-like’ polymer brush.
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Cs C h/2 ν Z n R L V βt βc
(mM) (mg/ml) (nm) (nm) (nm) (nm3) (103nm) (103nm)

20 2.68 9.16±0.15 0.786±0.0033 1.60±0.03 10.11±0.711 0.89±0.028 1.19±0.09 2.26±0.027 0.227 3.826

20 1.8 8.20±0.13 0.758±0.0032 1.83±0.04 8.52±0.059 0.89 1.19 2.26 0.195 3.558

20 1 8.57±0.17 0.768±0.0041 1.87±0.05 8.12±0.060 0.89 1.19 2.26 0.195 3.558

20 0.5 8.27±0.16 0.759±0.0040 1.91±0.05 7.78±0.057 0.89 1.19 2.26 0.195 3.558

170 1.3 9.96±0.03 0.796±0.0006 3.34±0.02 2.52±0.009 0.66±0.005 X 1.18±0.007 0.039 4.014

170 0.73 10.11±0.05 0.799±0.0009 3.27±0.03 2.32±0.014 0.63±0.007 X 1.06±0.010 0.039 4.014

170 0.57 10.37±0.08 0.806±0.0015 2.13±0.02 3.10±0.037 0.60±0.006 X 0.93±0.008 0.074 3.98

170 0.24 10.78±0.10 0.815±0.0019 2.71±0.05 3.23±0.025 0.66±0.011 X 1.23±0.017 0.074 3.98

270 2 9.40±0.02 0.781±0.0003 5.37±0.02 1.89±0.007 0.70±0.004 X 1.42±0.008 0.018 4.03

270 1.5 9.43±0.02 0.782±0.0004 5.02±0.02 1.93±0.009 0.69±0.005 X 1.36±0.009 0.018 4.03

270 0.69 9.85±0.04 0.793±0.0009 4.05±0.04 2.70±0.016 0.71±0.009 X 1.53±0.016 0.039 4.014

370 2.3 9.36±0.01 0.780±0.0003 6.68±0.03 1.48±0.008 0.69±0.005 X 1.38±0.009 0.018 4.036

370 1.5 9.44±0.02 0.782±0.0003 6.43±0.03 1.65±0.009 0.71±0.006 X 1.49±0.010 0.018 4.036

370 0.96 9.53±0.02 0.785±0.0004 5.85±0.03 2.08±0.010 0.74±0.006 X 1.70±0.012 0.039 4.014

370 0.6 9.81±0.03 0.792±0.0007 5.33±0.05 2.13±0.017 0.72±0.010 X 1.59±0.019 0.039 4.014

520 2.5 9.57±0.01 0.786±0.0003 8.15±0.04 1.82±0.008 0.79±0.005 X 2.07±0.012 0.018 4.036

520 1.19 9.28±0.02 0.778±0.0004 6.66±0.04 1.57±0.010 0.70±0.006 X 1.47±0.012 0.018 4.036

520 0.45 9.82±0.03 0.792±0.0005 6.36±0.06 1.94±0.016 0.74±0.010 X 1.72±0.020 0.039 4.014

Table 5: WT spherical and cylindrical fitting analysis data. Analysis parameters (brush
height (h), scaling exponent (ν), aggregation number (Z), core peptide length (n), core radius (R),
cylindrical core length (L), core volume (V ), tail scattering length (βt) and core scattering length
(βc)) obtained for different salt concentrations (Cs) and protein concentrations (C). Cylinder
length L values are only relevant to Cs = 20mM where a cylindrical core fit was used. For the
cylindrical core, the same values of L and R were used for all concentrations to alleviate fitting
errors (see Methods). Table adopted from [1].
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Figure 6.13: Micelle form factor fitting for all salinity concentrations (Cs). The Cs = 20 mM
data fit is to a cylindrical core, while the rest with a spherical core. Dashed lines represent the
Gaussian form factor of the structure tails. Protein concentrations were offset for clarity, with
the highest (blue, C4) being the highest concentration. All measured concentrations can be found
in table 5. Figure adapted from [1].
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Figure 6.14: SAXS measurements of WT and its fitting to different form factors. Both form
factors are of the same model but use a different core: Spherical or Ellipsoidal. Spherical core
fitting yields a core radius of R = 0.66 ± 0.016 nm, and the ellipsoidal core yields a core radius
of R = 1.335± 0.23 nm and a secondary radius of ϵR where ϵ = 0.153± 0.08. Both fittings yield
close values of aggregation number Z (3.046± 0.04 for spherical and 3.562± 0.07 for ellipsoidal)
and tail height h/2 (9.838±0.04 nm for spherical and 9.584±0.12 for ellipsoidal). Below: Fitting
error σfit = (Yfit − Ydata)/σdata. Both curves show similar error profiles. The spherical model
proved best to describe the model due to its simplicity. Displayed data: WT in 20 mM Tris
pH=8.0, and 170 mM NaCl at a concentration of 1.3 mg/ml. Figure adapted from [1].
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Figure 6.15: WT SAXS measurement with cylindrical fitting. Measurements at the highest
concentration of C = 2.68 mg/ml, in a 20 mM Tris buffer at pH=8.0. To alleviate fitting
inconsistencies, consequent fittings of measurements with lower protein concentrations in the
same buffer were done using the obtained core parameters: Core radius R = 0.89± 0.03 nm, and
core length L = 1.19± 0.09 nm. Figure adapted from [1].
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6.3.3 WT scaling

From the fitted scattering data, the brush height h = 2RG, the aggregation number Z, and
the core characteristics (e.g., spherical core radius R, cylinder radius R, and length L) can be
extracted. The scaling exponent ν may also be extracted using Eq. 6.4 with RG and b = 0.55 nm
[56]. As with ∆N42case, all parameters are fitted to their zero concentration value by a linear fit
over the entire protein concentration data (Fig. 6.16, table 6).

Cs h/2 ν Z n R L V
(mM) (nm) (nm) (nm) (nm3)

20 8.01±0.46 0.751±0.013 2.03±0.08 7.08±0.39 0.89 1.19 2.26

170 10.60±0.33 0.811±0.008 2.83±0.31 3.17±0.55 0.64±0.03 X 1.10±0.16

270 9.84±0.21 0.793±0.006 3.52±0.22 3.06±0.30 0.70±0.03 X 1.49±0.20

370 9.73±0.12 0.790±0.003 5.19±0.29 2.39±0.12 0.76±0.02 X 1.67±0.01

520 9.47±0.44 0.783±0.011 5.67±0.35 1.82±0.29 0.68±0.06 X 1.28±0.38

Table 6: Zero concentration WT spherical and cylindrical fitting analysis data. Analysis
parametres (brush height (h), scaling exponent (ν), aggregation number (Z), core peptide length
(n), core radius (R), cylindrical core length (L) and core volume (V )) were extrapolated to zero
protein concentration at various salt concentrations (Cs). Cylinder length L values are only
relevant to Cs = 20mM where a cylindrical core was used. Table adapted from [1].

For the low-salt condition of Cs = 20 mM, the aggregation number of WT is of a dimer Z ∼ 2,
and the core’s shape is that of a cylinder (R = 0.89 nm, L = 1.19 nm) (Fig. 6.16). Comparing
zero concentration RG of ∆N42 with the equivalent WT length h/2 shows a considerable increase,
going from 5.76± 0.31 nm to 8.01± 0.46 nm.

Advancing to higher salinities, Z increases (illustrated in Fig. 6.17A), with a maximum zero
concentration value of 6 at Cs = 520 mM (Fig. 6.17B). Interestingly, as salinity increases, Z
shows heightened sensitivity to changes in protein concentration. This change is likely due to the
fading electrostatic repulsion, allowing larger aggregates to form at higher protein concentrations.

Given the small core volume (V ∼ 1 − 2 nm3, Fig. 6.17C), it is crucial to evaluate the
‘grafting’ distance between neighboring chains ρ on the core surface (S = 4ϕR2 = Zρ2). In all
cases, h/ρ > 1, signifying a ‘brush regime’ where neighboring chains repel and expand each other
[101] (Fig. 6.17D). As Cs varies from 20 mM to 170 mM, h/2 increases to 10.60± 0.33 nm (Fig.
6.17E). This increase likely results from a rise in tail density, evidenced by h/ρ. Beyond 170
mM, h/2 slightly declines, reaching 9.47± 0.44. Notably, all resulting h/2 values exceeded RG of
∆N42.
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Figure 6.16: Structural parameters for WT (circles) and ∆N42 (triangles) variants extracted from
fitting the SAXS data. Dashed lines demonstrate the linear fitting of the data used to obtained
the zero concentration extrapolations.A. Aggregation number (Z) dependency on protein con-
centration (C) increases with increasing salt. B. Core volume Vs against protein concentration
(C). In Cs = 20 mM, the Vs values are constant due to fitting constraints (see Methods). C. In
all cases, the tail heights (h) are larger than the corresponding grafting length (ρ), indicative of
a brush regime. D. The structurally intrinsically disordered ∆N42 variant compacts with higher
Cs values and remains more compacted from the projected tails for the WT variant. For the
∆N42 variant RG drastically changes as a function of the protein concentration (C). All values
can be found in tables 3 and 5 for ∆N42 and WT respectively. Figure adapted from [1]

Comparisons between ∆N42 and WT are better made by the zero concentration extrapolation
to ν. For WT, ν was calculated by the RG equivalent length scale of h/2. Starting again with
the lowest salinity, WT resulted in a ν of 0.751 ± 0.013 compared to 0.729 ± 0.015 for ∆N42.
This difference in ν is quite minimal due to the already strong electrostatic interactions in both
variants. Increasing the salinity further, however, the value of ν for WT further increases up to
0.811± 0.008, from which it slowly dropped up until ν = 0.783± 0.011 at the highest salinity of
Cs. This expansion lies in grave contrast to ∆N42, which was shown to decrease monotonically
for all salinities per the polyelectrolyte prediction.

Recalling Pincus’ regime of salted polyelectrolyte brushes at the high salt limit ([80], Sec. 2),
the brush counterion osmotic pressure becomes:

Π ∼ C2kBT/Cs, (6.15)

where C is protein concentration. Assuming the brushes behave as nonlinear osmotic brushes
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Figure 6.17: A. Schematic of the system’s structure variation with salinity (Cs). While ∆N42 re-
mains disordered and segregated, the WT variant aggregates to a star–like polymer with a higher
aggregation number at higher Cs. B–E. Structural parameters for WT (blue symbols) and
∆N42 (red symbols) variants extracted from fitting the SAXS data. Full and hollow circles rep-
resent the spherical and cylindrical core fitted parameters, respectively. D. In all cases, the brush
heights (h) are larger than the corresponding grafting length (ρ), indicative of a brush regime.
E. The structurally intrinsically disordered ∆N42 variant compacts with higher Cs values and
remains more compacted from the projected brushes for the WT variant. All values are the
extrapolated ‘zero concentration’ fitting parameters (see Fig. 6.16), which can be found in tables
4 and 6 for ∆N42 and WT respectively. Figure adapted from [1].

[101], the brush height can be derived as [102]:

h ∼ ANb

(
ρaf

2

bCs

)1/3

, (6.16)

where ρa is the grafting density of the brushes, and f is the degree of charge. Here, ρ is calculated
by Z/4πR2. As Z and R vary in salt concentration, a linear relation between ρa and Cs must be
estimated to obtain a continuous h(Cs) to compare with the data. As ρa roughly rises linearly
with Cs (Fig. 6.18B), this relation was obtained by a linear fitting over the data. Using the
linearized ρa(Cs), ν was then calculated using Eq. 6.4 to obtain the relation of ν(Cs).

With a fitting of A = 0.38, the modeled ν agrees well with the measured expansion at high
salinity (Fig. 6.18A). As with ∆N42, the shift to Cs = 170 results in a phase shift where the
brushes transition to a “salted” state.
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Figure 6.18: A. Flory exponent (ν) of WT tails and ∆N42 variants showing extended disordered
scaling. The red line refers to the theoretical brush model [102], and the blue line refers to
the theoretical polyelectrolyte [64]. ∆N42 shows a decrease in the protein extension due to the
decline in intermolecular electrostatic repulsion (see also Fig. 6.8). WT shows an increase in
the extension when shifting from a dimer to a trimer, followed by a slight decline with a further
increase in salinity. B. Grafting density ρa of the WT brushes against salinity (Cs). The increase
of ρ in Cs is linearly fitted (black dashed line) to obtain the continuous function of ρ(Cs) for the
polyelectrolyte brush model. Figure adapted from [1].

Given the results, we now take a greater interest in examining the physicality of this model.
The core radius of WT is typically less than 1 nm, while brush height results in values greater
than 8 nm. The “aggregated” core is then expected to have fewer residues than the radiating
brushes. This number can be estimated by a simple volumetric approach, which assumes that
inside a sphere volume V , a maximum of n amino acids with an average volume of ⟨ϕaa⟩ given
by tabulated values [103]. Following, n will then be given by:

nZ = V/⟨ϕaa⟩ (6.17)

We find that n has rather small values, with a maximum value of 7 residues at the lowest
salinity (Fig. 6.19). This value drops from 7 to 3 residues as salt concentration increases to
Cs = 170 mM and continues to drop until only two residues at Cs = 520 mM.
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A B

Figure 6.19: A. Zero protein concentration aggregation core residue number n in salt concentra-
tion (Cs). n is shown to constantly decrease with Cs. B. n against protein concentration C for
all measured salinities. For Cs = 20 mM, n increase with protein concentration (C), while the
rest of the salinities it show a lower n which decreases with C.

6.3.4 Intermolecular interactions

As with ∆N42, A2 for WT may also be evaluated to gauge the variant’s intermolecular inter-
actions. However, as WT describes an ensemble of aggregates and isolated IDPs, A2 describes the
intermolecular interactions of the aggregates between themselves and the isolated IDPs. Increas-
ing salt, A2 changes from a nearly neutral state to mildly attractive (A2 < 0). These findings
correlate with the increased sensitivity of Z with protein concentration C (Fig .6.20). Interest-
ingly, compared to the ∆N42 variant, WT does not show the same repulsive interactions at low
salinity, attesting to low interactivity between different aggregates in the solution.
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Figure 6.20: The second virial coefficient A2 as a function salinity (cs) of the two variants.
∆N42 intermolecular interactions transition from repulsive to attractive as Cs increases. WT
intermolecular interactions transition from near-neutral to weakly attractive. Inset: The Zimm
analysis used to extract A2 from SAXS WT data measured at various protein concentrations (C).
All concentrations are in mg/mL. α = 0.01 is an arbitrary constant used in this analysis. Analysis
presented is of WT at 20mM Tris and pH 8.0. All extrapolated A2 values can be found in table
7.

Cs AWT
2 A∆N42

2

(mM) (cm3mol/g2 × 103) (cm3mol/g2 × 103)

20 -0.295±1.346 13.264±0.466

70 X 3.978±1.248

170 -2.072±2.091 0.169±1.544

270 -3.328±0.508 -1.152±0.756

370 -2.020±0.563 X

520 -1.933±3.582 -4.417±1.514

Table 7: Second virial coefficient A2 values for both variants in salt concentration Cs.
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6.3.5 Additional measurements

In addition to the measurements presented in the paper, an additional salt concentration of
Cs = 70 mM and a high denaturation measurement (GdnHCl 4M) were performed for WT.

As mentioned in my discussion on the aggregation, the Cs = 70 mM measurements were the
only ones that deviated from the micelle model. These deviations were observed with all three
core shapes (cylinder, sphere, ellipse), with irregular standard deviations for the fitting param-
eters. Moreover, increasing the fitting algorithm iterations and introducing stringent boundary
conditions on the parameters did not alleviate these problems. As only one set of Cs = 70 mM
was measured, it is hard to tell if these deviations are due to a measurement error. If that is
not the case, however, I can assume these to be due to a high degree of non-uniformity in the
aggregation. This postulation arises from Cs = 70 mM being a middle point between the low and
high salt regimes, where its behavior remains unclear.
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Figure 6.21: Salt concentration Cs = 70 mM with three model fittings. All three show deviation
from the data at high q and with incalculable standard deviation by the fitting model (See
methods). Below: Fitting error σ = (Yfit − Ydata)/σdata.

In addition to measurements in NaCl, WT was also measured in strong denaturation condi-
tions (4M GdnHCl). The variant at all protein concentrations is no longer aggregated in this
condition. Additionally, extended Guinier analysis reveals ν values within the proximity of a
real chain (ν = 3/5), with a zero concentration value of 0.6. This result aligns with the known
behavior of denatured unfolding protein, which, alongside IDPs, was previously shown to arrive
at the real-chain result at sufficiently high denaturation.
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Figure 6.22: WT measurements at 4M GdnHCl in four protein concentrations. All measurements
are fitted to the extended Guinier function to extract ν (Fig. 6.23).
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Figure 6.23: WT 4M GdnHCl measurements ν as obtained by an extended Guinier analysis (Fig.
6.22).

6.4 Comparison to segmented NFLt

In a previous study, the NFLt chain was divided into non-overlapping segments of roughly 20
residues each [26]. These segments were measured in the context of the whole NFLt using FRET
(P segments) and as separate peptides using SAXS (S segments). It was shown that both P and
S segments varied in scaling, with the scaling exponent ν rising with their net charge per residue
(NCPR).

To better compare the segments’ ν against ∆N42’s with increasing salinity, I averaged over
the segments found within the region of ∆N42 of NFLt. As for comparisons with WT, although
the P segments were measured within the isolated NFLt chain, they likely did not aggregate.
This is due to protein concentration being much lower in the FRET measurements. As such,
comparing the P segments to the non-aggregating ∆N42 variant is more adequate.
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Starting with the S segments, unlike ∆N42 , these did not show the same pronounced drop
in expansion at Cs < 170 mM, measuring at lower values. As salinity increased, however, when
the segments and ∆N42 arrived at Cs = 520, they converged at the same ν value of ∼ 0.62.
P segments, likewise, did not show much response to salinity, although with much higher ν
values compared to both S segments and ∆N42. This discrepancy in the ν range is likely due to
differences in the SAXS and FRET measurements, as explained in the paper [26].
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Figure 6.24: Comparisons of ν values as obtained for ∆N42 and WT to the S and P segments of
NFLt from [26]. S segments show a weak reactivity to salinity at the low salt regime (Cs < 170
mM), in contrast to ∆N42. Comparatively, the P segments are also mostly unperturbed. At
higher salinities, S segments slightly drop and converge with ∆N42 at Cs = 520 mM at ν ∼ 0.62,
near the theoretical real chain value of ν = 0.6. Figure adapted from [1] with additional data
from [26].
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6.5 Dynamics

6.5.1 Magnetic tweezers setup

Previously, magnetic tweezers (MT) experiments have shown that the NFLt IDP exhibits
glassy dynamics outside of equilibrium due to its heterogeneous nature [29]. These dynamics
were shown to be due to independently-relaxing modes within the NFLt. Here, using SAXS,
we know that the NFLt sequence heterogeneity immensely influences its equilibrium ensemble
structure. Thus, I wish to investigate whether these independently-relaxing modes could exist
within specific sub-domains of the IDP.

I again employ the two variants used for the SAXS experiments, WT and ∆N42, to possibly
isolate the sub-domain of the NFLt responsible for the glassy behavior. In the MT experiments,
the two variants were polymerized and attached to the substrate from one end and to a mag-
netic bead from the other. The tethered IDPs were then subjected to two- and three-step force
experiments (Sec. 6.5.2 and Sec. 6.5.3) to measure their dynamical response to tension. All
measurements were conducted in low-salt conditions (10 mM MES pH 7.0 buffer).

6.5.2 Two-step experiment

In the two-step experiments, chain height L(t) was measured as the applied tension on the
chain was switched from a high force (f1) to a low force (f2). After the switch, L(t) was measured
for 120 seconds to observe its relaxation dynamics (Fig. 6.25A). Both variants relax logarithmi-
cally, with most measurements fitting well with the model L(t)−L(t0) = b log(t/t0), where t0 = 1
s (Figs. 6.25B, 6.26, 6.27). To account for polydispersity in force and tether length, the relaxation
constant b is normalized as b̄ = bf1/NkBTα0(f2).
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Figure 6.25: A. Tether height L(t) against measurement time. The switch between high force f1
to low force f2 is noticeable in the sudden drop in L(t) at t = 120 s. B. Logarithmic fitting of
the relaxation curve L(t)−L(t0), where t0 = 1 s. The data is initially binned into 30 logarithmic
bins, which are then fitted to L(t)− L(t0) = b log(t/t0).
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Figure 6.26: Logarithmic binning and fitting of all WT measurements.
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Figure 6.27: Logarithmic binning and fitting of all ∆N42 measurements. Compared to WT (Fig.
6.26), less ∆N42 could fit into the logarithmic curve.
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As previously shown for NFLt [29], I use the logarithmic relaxation model for the two variant,
where:

b̄ =
1

ρ

(
1− 1

f̄

)
. (6.18)

Here, f̄ = f2/f1, and ρ = δx/Lc is the ratio between the node and contour lengths.

At first glance, the data fits well with the model, retaining the 1/f̄ relationship, with both
variants resembling each other (Fig. 6.28A). However, the resulting ρ reveals unrealistic values of
0.99 and 1.7 for WT and ∆N42, respectively, compared to 0.1 observed with NFLt as discussed
in the section 5.4 and [29]. To resolve the discrepancy, I filtered out measurements that did not
fit well the logarithmic decay. Following, ρ of ∆N42 changes noticeably, becoming much closer to
the WT variant (Fig. 6.28B). Regardless, the filtered data sets reinforce the need for additional
measurements, whereas, in a larger data set, these non-conforming measurements would have a
minor impact on the curve.

A B

Figure 6.28: A. Normalized logarithmic relaxation constant (b̄) against the ratio of low force
to high force f̄ = f2/f1. WT shows relatively good fitting with the model, while ∆N42 lacks
sufficient data points in the low f̄ range to properly fit with the model. B. b̄ against f̄ with
the poor-fitting data of Figs. 6.26 and 6.27 removed. This change results in a better fit for the
∆N42 data, although the lack of low f̄ measurements still hurt the validity of the results.

A comparison to the SAXS data can be made with the equilibrium behavior of L(t), from
which ν of the variants can be extracted using the Pincus blob theory (Section 5.3). Equilibrium
tether height Leq is normalized by the contour length Lc, as calculated from the WLC model
[96]. I used this normalization to account for chains of different polymerization numbers. The
initial presentation of the data against the normalized WLC curve shows a good fit, most clearly
with the high force data (Fig. 6.29A). The high measurement noise at low force is likely due to
samples that have yet to reach equilibrium within the measured time frame.
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Figure 6.29: A. Equilibrium tether height Leq normalized by the contour length Lc against applied
force. With the WLC curve [96] in grey, it can be seen that the WT and ∆N42 curves agree with
the WLC model. Dotted lines represent the Pincus blob relation fitting (L ∼ f1/ν−1), with the
lighter colors indicating the region outside the fitted data. Inset Zoomed in Leq/Lc vs f graph,
emphasizing the Pincus blob theory fitting for WT and ∆N42 [ref]. In both cases, the amount of
points within the applicable range is too low to gain an accurate estimation of ν. B. Normalized
bell curve error of ν for WT and ∆N42. The WLC assumption (ν = 1/2) sits within the error
range for both variants, while the SAXS measured values for ν sit well outside it.

As expected, for both high (f1) and low (f2) forces, the normalized equilibrium length (Leq/Lc)
is shown to rise with increase in force (Fig. 6.29A). From these data, ν can be extracted using the

Pincus relation (Leq ∼ f
1
ν
−1) (See section 5.3 and [94]). The fit is valid in an appropriate force

range of f <∼ 2pN (Fig. 6.29A inset, [30]). Unfortunately, my data did not contain many points
in the low force regime, resulting in ν values having a significantly large standard deviation, with
ν = 0.53 ± 0.08 and ν = 0.56 ± 0.1 for WT and ∆N42 , respectively. Regardless, these values
are much smaller than those evaluated from SAXS data, measured at ν = 0.751 ± 0.013 and
ν = 0.729 ± 0.0150 for WT and ∆N42 , respectively, in 20 mM Tris pH 8.0. These deviations
are likely due to the high degree of polymerization of the tethered sample, adding much more
flexibility to the chains.

Furthermore, due to the large estimation error in the magnetic tweezers experiments, I can
not distinguish between the ν values of both variants or whether they better fit an ideal chain
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(∼ 1/2) or a real chain (∼ 3/5) statistics. These results are corroborated by a recent study that
showed NFLt to have a ν of 0.52± 0.01 in low-salt conditions [30].

In conclusion, my results of the two-step experiments show that both variants show logarithmic
relaxation measurements. However, the failure to fit the data into the relaxation model shows that
the currently collected data is insufficient to characterize the origin of the logarithmic relaxation
and determine if they are based on independent heterogeneous modes.

6.5.3 Three-step experiment

The three-step experiments differ from the two-step experiments by adding the intermediate
force (f3), which satisfies f1 > f3 > f2, which is applied following f2. Additionally, f2 is held for
a much shorter timescale (t = 10 s) to ensure the tethers do not reach equilibrium, after which f3
is held for t = 120 s (Fig. 6.30). As with the two-step experiments, the final force measurement,
which starts from tω after the start of the measurement, is logarithmically binned.

For NFLt, the logarithmic relaxation of the tethers was shown to be accompanied by a memory
effect; the Kovacs hump [29, 97]. Both WT and ∆N42 largely failed to exhibit this memory effect,
with only one tether of WT satisfying the Kovacs description (section 5.4, Fig. 6.31A). The lack
of a measured Kovacs hump could be due to limited tether flexibility, which inhibits the ability
of the segments to relax independently.

Interestingly, the only example showing the Kovacs hump is of the longest WT tether. More-
over, even a longer ∆N42 tether does not show the Kovacs hump. Regardless, as with the two-step
experiment results, it is clear that more measurements are required to arrive at a conclusion.

Figure 6.30: A. Schematic of the three-step force experiment, showing how the applied force f
changes over time t. B. Three-step force experiment measurement of tether height (L(t)) over
time.
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Figure 6.31: Logarithmically binned L(t) for the middle force f3 against time t−tω for WT (A-C)
and ∆N42 (D-E). Only one measurement (A) exhibited a Kovacs hump, while the others lack the
distinct features which make it so.
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7 Experimental Methods

7.1 Protein Purification

Protein design. For NFLt, modified pET vectors were used. From its C terminal, PagP
protein sequence is attached to the NFLt by a cleavage site. At the C-terminal end of the PagP
protein, a Histag (6xH) sequence is attached for nickel binding. For ∆N42 , a modified pET vector
containing NFLt with GCG sequence additions at both terminals was used as the base. Gibbson
assembly was used to truncate the first 42 residues affiliated nucleotides. The same purification
method as with NFLt then follows.

Purification. The protein purification process followed the protocol shown in [29]. Com-
petent Escherichia coli BL21(DE3) Rosetta was transformed with the modified pET vector and
plated on agar plates containing 100 g/ml ampicillin and 30 g/ml chlo- ramphenicol. A single
colony was picked for starting cultures and grown overnight in 50 ml Terrific broth contain-
ing 100 g/ml ampicillin and 30 g/ml chloramphenicol. Cells were palletized, resuspended, and
transformed in 1 L Terrific broth containing 100 g/ml ampicillin and 30 g/ml chloramphenicol.
Expression cultures were grown in a baffled Erlenmeyer flask in a shaking incubator at 37°C at
280rpm for 2-4 hr until the optical density at 600 nm reached 0.7-1.0. Protein expression was
induced by the addition of Isopropyl b-D-1-thiogalactopyranoside to a final concentration of 0.5
mM. The cultures were grown for 4 hr before harvesting. Cells were palletized and stored at
-80°C for later use.

For the purification of proteins, cell pellets were resuspended in a 10 ml lysis buffer for each 1
g bacterial pellet. The lysis buffer contained 20 mM Tris buffer, pH 8.0, 0.1% 2-Mercaptoethanol,
1% Triton, and 0.5mg/ml Lysozyme. The solution was incubated at 25°C for 20 min. Next, the
solution was added with 10 mM MgSo4 and 1k units of Benzonase nuclease for 20 min at 25°C.
The solution was centrifuged at 18,500 g for 30 min at 4°C. Next, the pellet was homogenized
in a washing buffer containing 20 mM Tris pH 8.0, 6 M Guanidine HCL, 20 mM imidazole, and
0.1 2-Mercaptoethanol. After centrifugation at 18,500 g for 30 min at 4°C, the supernatant was
loaded on a 10 ml home-packed nickel affinity column that was equilibrated with a washing buffer
at a 1 mL/min rate. After washing with 100 ml, the protein solution was eluted with an elution
buffer containing 20 mM Tris buffer pH 8.0, 0.5M Imidazole, and 0.1% 2- Mercaptoethanol (Fig.
7.1). The solution was then dialyzed overnight against 1 L of 20 mM Tris pH 8.0, followed by
another dialysis against 1 L of 50 mM 3-(N-morpholino) propane sulfonic acid (MOPS) buffer pH
8.5.

After dialysis, a cleavage reaction was initiated by 5 mM NiSO4 in the presence of 6 M
Guanidine and incubated for 20 hr at 50°C. The cleavage reaction was stopped by 50 mM EDTA
and followed by adding 0.1% 2-Mercaptoethanol. The cleaved protein was dialyzed twice overnight
against 1 L 20 mM Tris pH 8.0, 2 mM EDTA, and 0.1% 2- Mercaptoethanol. The cleaved PagP
precipitate was centrifuged at 18,500 g for 30 min and discarded. The protein was adjusted to 6
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M Guanidine and was loaded on a 100 mL size-exclusion column (HiPrep 16/60 Sephacryl S-200
HR) at a rate of 1 mL/min pre-equilibrated with washing buffer containing 20 mM Tris pH 8.0,
1M Guanidine, 2 mM EDTA and 0.1% 2-Mercaptoethanol (Fig. 7.1). Finally, the guanidine
and 2-mercaptoethanol were removed via 20 mM Tris pH 8.0 dialysis and measured for purity
using SDS-PAGE gel. The final purity was over 95% (Fig. 7.2A). In addition, the identity of the
produced proteins was verified by a mass-spec measurement (Fig. 7.2B,C). A growth cycle using
four colonies with 4L of Terrific broth typically yielded 2 to 3 mg of protein.

Figure 7.1: Typical Nickel and size exclusion chromatography runs. The y axis measures the
absorption of the solution and the x axis pertains to the solution volume passing through the
column. In both runs, only the proteins (yellow) are collected, while the waste (red) is discarded.

Variant ∆N42 included two cysteine residues at the C- and N terminals. After purification,
∆N42 variants were first reduced by 20 mM 2-Mercaptoethanol. Next, 2-Mercaptoethanol was
dialysed out with 1 L of 50 mM HEPES at pH 7.2. To block the cysteine sulfhydryl group, we
reacted ∆N42 variants with 2-Iodoacetamide at a molar ratio 1:20. At the reaction, the variants’
concentrations were ∼ 2 mg/ml. The reaction solution was kept under dark and slow stirring for
5 hours and stopped by adding 50 mM 2-Mercaptoethanol, followed by overnight dialysis against
1 L of 20 mM Tris at pH 8.0 with 0.1% 2-Mercaptoethanol.
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Figure 7.2: A. SDS-PAGE Tris-Glycine 15% of both ∆N42 and NFLt (WT), showing purity
above 95%. White dashed lines indicate where image lanes were edited closer for clarity. Both
show a higher molecular weight reading in the gel, which is common for IDPs. B-C. Deconvoluted
ESI-TOF MS spectra of ∆N42 and NFLt respectively. Theoretical molecular weight values are
12423.57 and 16233.79 for ∆N42 and NFLt, respectively. Figure adapted from [1]

7.2 SAXS Measurements

7.2.1 Measurements.

Protein samples were dialyzed overnight in the appropriate solution and measured with a
Nanodrop 2000 spectrophotometer (Thermo Scientific) for concentration determination. Buffers
were prepared with 1 mM of TCEP to reduce radiation damage and 0.2% of Sodium Azide to
impair sample infection. The samples were prepared in a final concentration of 2 mg/ml, measured
in a series of 4 dilutions. Preliminary measurements were measured at Tel-Aviv University with
a Xenocs GeniX Low Divergence CuKα radiation source setup with scatterless slits [104] and a
Pilatus 300K detector. All samples were measured at three synchrotron facilities: beamline B21,
Diamond Light Source, Didcot, UK [105], beamline P12, EMBL, DESY, Hamburg, Germany
[106], and beamline BM 29 ESRF, Grenoble, France [107]. Measurements at ESRF were done
using a robotic sample changer [108].
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7.2.2 Analysis.

Integrated SAXS data was obtained from the beamline pipeline and 2D integration using the
“pyFAI” Python library [109].

Extended Guinier analysis. Extended Guinier analyses [87] for the ∆N42 variant were
done with the “curve fit” function from the “Scipy” Python library [110], using eq (). To extract
Rg and ν, extended Guinier analysis was conducted for 0.7 < qRg < 2. Error calculation was
done from the covariance of the fitting. The data fitting code can be found in the Appendix.

Aggregate model fitting. Model fittings for the WT variant were done using the “lm-
fit” Python library [111] using the model described in [99, 100]. Due to the complexity of the
model, cylindrical core fittings were done by binning the data in 100 logarithmic bins to reduce
computation time. Core parameters (cylinder radius R and cylinder length L) were set constant
within the same model to offset fitting errors. Initial values of R and L were calculated with the
highest measured concentration. Physical boundary conditions were imposed on the fitting, and
scattering length (SL) values were set to be unchanged by the fitting process. SL values of both
the core and the tail domains were determined by tabulated values of amino acid SLD in 100%
H2O [112] (Table S3). Fitting parameter error evaluation was done by finding the covariant of the

returning fitting parameters. Error calculation of the volume was done using: dV
V =

√
3
(
dR
R

)2
.

In addition, ν values of WT were found by a recursive search of the corresponding tail height h/2
over Eq. 6.4. Errors of ν were then found by assuming a simple case of RG ∼ bNν , from which:
dν ∼ ln (1+dRG/RG)

lnN ∼ ln (N)−1 dRG
RG

. All appropriate codes are found in the codes section of the
thesis.

Zimm analysis Zimm analysis was performed as described in Section 4.3.1. The analysis
was performed on a limited range, in which the 1/I(q, c) curve is roughly linear. For WT, this
resulted in a q range of 0.08 < q < 0.3 nm and 0.1 < q < 0.45 for ∆N42. The analysis was
performed on 1/I(q, c) binned to 10 bins within the allocated q range. Importantly, changing
the amount of bins did not affect the result. Initially, the analysis was performed on the non-
normalized (1/I(q, c) not divided by I00) data. From the Zimm plot, I00 was then extracted by
the intersection of the 1/I(q, 0) and 1/I(0, c) curves. Using I00, the Zimm plot could now be
normalized, from which the osmotic second virial coefficient A2 is extracted by the slope of the
normalized 1/I(0, c) curve.

Brush model fitting The salt-brush model, as described in section 3.2 and [102] contains a
dependency on both salt concentration Cs and grafting density ρ by:

H ∼ C(
ρ

Cs
)1/3. (7.1)

Here, C is a fitting parameter used to align the model with the data. As ρ is dependant on
aggregation number Z and sphere radius R by ρ = Z/4πR2, a continuous function ρ(Cs) is needed
in order to find a continuous curve for H(Cs). This step was achieved by a linear curve fitting
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over ρ(Cs), as shown in Fig. 6.18B in the results. Finally, using ρ(Cs), H(Cs) was estimated by
fitting C of eq. 7.1, resulting in C = 0.33. With the resulting relation H(Cs), ν was calculated
by eq. 6.4 to obtain the final result of ν(Cs).

Polyelectrolye fitting. The polyelectrolyte model fitting was performed using the model
described in Section 2.3 and Ref. [64]. Recalling the equations:

v′ = v +
4πα2z2plB

κ2l3
, (7.2)

where κ = λ−1
D =. For RG = R0Ree = R0

√
N/6 b, the prefactor R0 is given by:

R5
0 −R3

0 ∼ A
134

105
(
3

2π
)3/2v′

√
N. (7.3)

where A is the fitting parameter. It is much easier to compute Cs(R0) rather than R0(Cs). As
such, the fitting was performed on the inverse function Cs(Rg). Obtaining the relation between
RG and Cs, ν was calculated by eq. 6.4 to obtain ν(Cs) for the model.

7.3 Magnetic tweezers setup

The magnetic tweezers setup was prepared in three steps:

1. Flowcell preparation. The flowcell consists of a top and bottom plate, with a substrate
in between the plates. The preparation of the top plate starts with cleaning the glass plate in
NaOH, MiliQ water, and finally, with nitrogen. After which, the plate was placed in a plasma
cleaner for five minutes for additional particle removal. Finally, a hydrophobic coating was then
applied to the top plate to ensure a smooth flow of liquids within the flowcell. The bottom plate
was initially cleaned with nitrogen. To the plate, 18µL of reference bead solution was evenly
spread on the surface. As the reference beads were suspended in Ethanol, the plate was placed in
a closed container until the liquids mostly dissipated. Finally, the plate was placed on a pre-heated
hotplate at 100·C for 1 minute and 20 seconds.

With both plates now ready, the final assembly of the substrate was started. The substrate
was prepared by a parafilm cut, as shown in Fig. 7.3A, which was melted on the bottom plate
using a solder. The top plate was then placed on the parafilm perpendicularly to create two equal
entrances to the substrate on both sides (Fig. 7.3B). Finally, the parafilm was melted with the
solder on the top plate. With the prepared flowcell, 5 µL of DBCO was diluted in 20 µL of 1%
PBS was loaded into the substrate. With the DBCO solution loaded, the flowcell was kept in a
moisturized container for one hour.
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A B

Figure 7.3: A. Schematic of the parafilm used to make the substrate. B. Overview photo of the
flowcell. Liquids are dispensed into the flowcell from its front end, which can be moved across by
applying pressure on the back end of the flowcell. Below the flowcell is a focal lens which is used
to observe the tethers with the camera setup.

2. Sample preparation. WT and ∆N42 were synthesized with cysteines on both terminals
by adding the sequence GCG to each to induce polymerization. The variants were terminally
labeled with azide and biotin to allow specific attachment between the substrate and the magnetic
beads, respectively. Polymerization was checked in 20% SDS PAGE (Fig. 7.4).

To alleviate possible aggregations, 1 µL of the variants at 0.5 mg/ml were diluted into 500 µL
of 10mM carbonate pH 11 buffer and were rotated for one hour. After which, the variants were
dialyzed into a solution of 500 µL 20mM Tris pH 7.4 0.1% Tween-20. This solution was finally
concentrated into ∼ 20 µL. Returning to the flowcell, the DBCO solution is removed from the
substrate. The flowcell was then cleaned using a 20 mM Tris pH 7.4 buffer. The variant solution
was then added to the flowcell to allow for the chemical binding of the chains to the substrate.
This step was performed at 4◦C overnight.

3. Setup assembly. The prepared flowcell was again washed with a 20 mM Tris pH 7.4
buffer and placed on the mechanized stage of the magnetics tweezers setup. The magnetic bead
solution was then prepared as follows: 8 µL of stock solution of 2.8 ¯m diameter magnetic beads
was diluted in 200 µL of the Tris buffer. The bead solution was then vortexed until the beads
were separated from the liquid. Removing the liquid, 200 µL of the Tris buffer was again added,
and the vortexing step was repeated. Finally, the separated beads were diluted into 40 µL of the
Tris buffer.

The magnetic beads were loaded onto the flowcell slowly, using only 10 µL of the prepared
solution at a time. This step was done to ensure the magnetic beads efficiently bind to the biotin
terminals of the tethers. Once the beads were loaded, the flowcell was rewashed in 10 mM MES
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pH 6.8 0.1% Tween-20 buffer, the measurement buffer.

7.4 Tether tracking experiments

Tracking the beads was done using a tracking program [92, 29]. For each located tether, nearby
reference beads were used to track the tether’s x, y, and z positions. The two-step experiments
were performed by initially setting the magnet in its closest position to the flowcell. From here,
the first force step was measured for 120 seconds, after which the magnet was raised by 1 mm to
measure the second step for an additional 120 seconds. These two steps were repeated two times,
each raising the magnet by an additional 1 mm to achieve lower forces. With these steps, a high
force, typically in the 30 - 60 pN range, was achievable, with low forces up to 25% of the high
force.

The three-step experiments were performed similarly. After the 120-second step of the high
force, the magnet is moved 2mm away from the flowcell for 10 seconds. When 10 seconds pass,
the magnet was moved closer to the flowcell by 1 mm for an additional step of 600 seconds.

7.5 Tether data analysis

From the tether tracking measurements, x, y and z positions of the tethers were extracted.
With the x position, the force applied on the tethers was calibrated by an allan-curve analysis, as
described in section 5.2. The fitting to the Allan curve was done using an maximum likelyhood
fitting algorithm [113, 91], due to the non-normal standard deviation of the tracking experiments.
Analysis code for the tracking experiments was provided by Hoang P. Truong from the University
of California, Santa Barbara, and can be additionally found on the Tweezepy’ python library
[114].

Figure 7.4: SDS-PAGE Tris-Glycine 15% of both ∆N42 and NFLt (WT) polymerizations, edited
for clarity. Both variants show molecular weight readings above their expected location (dashed)
in the gel, indicating that the polymerization process was successful.
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8 Discussion

In my thesis, I investigated the effects of the sequence heterogeneity of the IDP model system,
NFLt. From the equilibrium SAXS results, the two NFLt variants WT and ∆N42 attested to a
complex interaction network that varied according to the sequence of the variant. This difference
manifested in the WT variant self-assembling into star-like structures, while the ∆N42 variant
remained isolated in all measured cases. In addition to the equilibrium measurements, force
stretch response experiments have shown that both variants exhibit heterogeneous relaxations
with a sudden drop in stretching force.

8.1 Interactions

For ∆N42, the intermolecular interactions analysis showed that the chains weakly attract each
other at the high salinity regime. These attractive interactions likely arise from weak monomer-
monomer interactions of possible hydrophobic origins. Such hydrophobic attractions are known
to affect IDPs, as they affect the solvent condition of the chain, which in turn impacts its steric
extended volume interactions [26, 42, 115]. A possible origin of these interactions is a salting
out effect, where the hydrophobic attraction between the scattered hydrophobic sites (Fig. 1.8)
grows stronger with salinity [116, 117].

Compared to ∆N42, the intermolecular interactions analysis of WT describes the whole aggre-
gate rather than the individual chains. These interactions start from a near-neutral state at low
sanity and transition to weakly attractive at high salinity. As such, these interactions describe
the aggregate’s ability to grow as an aggregate, i.e., its ‘aggregation propensity.’ This behavior
is further observed in the aggregation numbers’ (Z) response to protein concentration, which is
seen to grow as screening effects are increased. Interestingly, this case is parallel to folded protein
aggregation. In folded proteins, intermolecular interactions were also shown to correlate directly
with their aggregation propensity [118]. As with ∆N42, the weakly attractive interactions of WT
are likely of hydrophobic origin. The increased attraction and subsequent increase in aggregation
numbers indicate that salting-out phenomena affect the protein interactions; however, further
investigation at higher salinities is needed to confirm these effects.

The stability of the star-like core should be evaluated by the core residue number per polypep-
tide (n). While n values were estimated to be rather small, as seen by the SAXS scattering, the
WT ensemble is dominated by aggregated structures for all salinities. The stability of the core
is likely attributed to entropic hydrophobic attractions, which occur when the residue releases
a bound ion or water molecule. These ‘depletion’ attractions are known to be prominent in
numerous protein-protein interaction processes, such as IDP binding [119].
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8.2 Scaling

Compared to ∆N42, WT exhibits a milder contraction in salt, which was shown to resemble

the ’salted brush’ regime of polyelectrolyte brushes, characterized by a H ∝ C
−1/3
s brush height

(H) dependency on salt concentration (Cs). Similar salt brush behavior was previously observed
in Neurofilament high tail domain (NFHt) brushes grafted on a substrate [62]. These brushes,
however, transitioned to the salt-brush regime at a lower salt concentration of Cs = 10 mM,
compared to Cs = 170 mM of NFLt. Recalling my discussion of the different NF sidechains,
NFHt has a weaker charge composition compared to NFLt, with the majority of its sequence
being a positive chain with an NCPR of +0.046 (Section 1.3). As such, this difference in domain
transition is likely due to the amount of external ions required to overcome the counterions found
within the brushes.

Salt brush behavior resembles that of neutral brushes, which are determined by steric inter-
chain interactions [80]. Equating them to neutral brushes, their effective excluded volume per
monomer is enlarged by the electrostatic effects and is proportional to the Debye length κ by
1/κ. Consequently, it is possible that in the high salinity regime of Cs > 170 mM, steric effects
play a crucial role in the brush ensemble of WT. These steric repulsions could be accountable
for contradicting the attractive forces responsible for the aggregation, thereby preventing brush
collapse at high salinities.

8.3 Comparisons to past studies

Recalling section 6.4, ∆N42 and previously measured NFLt segments were shown to be largely
dissimilar from each other. These results contrast real, homogeneous chains known to retain their
extension ν across any arbitrarily chosen small segment within the chain [26]. This contrast,
however, is not unexpected due to the high structural heterogeneity of the segmented NFLt
and the prevalence of intermolecular interactions in ∆N42 solutions. In the comparison between
∆N42 and the segments, it was seen that in the low salt regime of salt concentration Cs < 170 mM,
while ∆N42 exhibited a significant contraction in ν, both the P and S segments remained largely
unchanged. In addition, at the high salinity condition of Cs = 520 mM, where the intermolecular
electrostatic repulsion was shown to be inconsequential, ∆N42 converged to the same ν as with
the S segments. Recalling the electrostatic blob description of polyelectrolytes (section 2.3),
in a sufficiently small length scale, interactions outside of the small polymer segments become
negligible. In the context of the blob description, the segments are likely small enough so that
the long-ranged electrostatic effects become negligible. This effect can be further seen at high
salinity, where the repulsive effects are no longer present, and the expansion of the whole chain
is similar to its segments.

Individual NFLs resemble bottlebrushes with protruding NFLts in the cytoskeleton. These
individual NFLs are mediated by the NFLts, which create an interfilament distance D between
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them [52, 50]. In a previous study on NFL formations [52], it was shown that under osmotic
pressure similar to physiological conditions, the intrafilament distance suddenly drops at a salinity
concentration of Cs = 100 mM, from which it remains relatively unchanged. This result correlates
with my findings, which showed for both ∆N42 and WT that a transition from a low-salt to a
high-salt regime occurs at Cs between 70 mM and 170 mM.

Furthermore, the study showed that the NFL brushes maintain their structure due to the
steric repulsion of the brushes by comparing the results to a simulation model. In isolating the
NFLts, this result is further confirmed experimentally, with the steric effects dominating the
salted-brush expansion and preventing the WT aggregates from collapsing.

8.4 Outside of equilibrium

The equilibrium measurements showed that the aggregation of the NFLts occurred through
their neutral domain. These results correlate with the non-equilibrium study on polymerized
NFLts, where the N-terminal domain collapse is likely responsible for the observed slow-aging
effects [29]. With the polymerized ∆N42, the lack of observed Kovacs hump compared to WT
could be then due to the truncation of the N-terminal. However, as the lack of data is apparent,
this argument can not be confirmed. Upon relaxing, polymerized WT and ∆N42 were identified
near a real or ideal chain by their calculated scaling exponent ν. These results were consistent with
a previous equilibrium study on the polymerized NFLt that showed ν to measure as 0.52±0.006 at
the same salinity conditions [30]. In the same study, increasing the denaturation showed swelling
in the chain to the real chain value of ν ∼ 3/5, likely due to the reversal of the N-terminal domain
collapse. My SAXS measurements on WT at high denaturation further corroborate this effect,
which saw the denaturation reversing the aggregation and resulting in the real-chain value of ν.

8.5 Research limitations

The most significant limitation of my research was the lack of non-equilibrium data. With
more measurements, the effects of the neutral domain on the kinetics of NFLts could be better un-
derstood. For the SAXS measurements, additional measurements featuring much higher protein
and salt concentrations could have also added crucial information to test the stability of the steric
effects in maintaining the aggregate’s shape at extreme conditions. Such measurements, however,
would have required a much larger amount of protein, which I did not manage to produce and
purify.
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8.6 Final remarks

In conclusion, I showed how the sequence heterogeneity of the NFLt IDP caused it to as-
semble into star-like brushes when isolated from the NFL backbone. These effects were used to
demonstrate how the properties of these resulting brushes could be used to resist environmental
conditions by the steric effects of the brushes. Additionally, I showed how these effects may ex-
plain the underlying mechanics that regulate and stabilize NFL network formations. Removing
the sequence responsible for the aggregation resulted in a completely disordered chain, reinforc-
ing the intrinsic difference between polymers and IDPs and how these differences may affect the
theoretical backbone used for their study.
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9 Future Work

9.1 Link between sequence and interactions

Sequence-specific effects were proven considerable on the interactions of the variants in my
study. In WT, this resulted in N-terminal sequence interactions causing protein aggregation,
while for ∆N42 , high electrostatic repulsion dictated the conformations of the ensemble. In
future work, these effects could be further probed by inducing mutations to the NFLt sequence.
For example, the highly hydrophobic residues of the N-terminal could be replaced with non-
hydrophobic amino acids to assess their impact on the aggregation. These mutations could shed
additional light on the link between sequence and protein-protein interactions. Specific disease-
related mutations, such as those found in the Charcot-Marie-Tooth disease [120], could also be
studied and compared to the WT case.

9.2 Theoretical models

For the two variants, sequence heterogeneity directly led to different theoretical models being
used to characterize the IDPs. Current theoretical frameworks for IDP ensembles fail to character-
ize systems where protein-protein interactions completely alter the IDP structure. New models
that can directly predict how sequence-derived intermolecular interactions and intramolecular
interactions might affect the IDP structure could prove immensely useful for the future charac-
terization of IDP systems and their applications.

9.3 Dimerization of NFLt chains

Due to the significant difference between the N- and C-terminal domains of the NFLt, in-
vestigating how dimerizations between different terminals could impact the equilibrium and non-
equilibrium behavior of the chain. In equilibrium, different types of dimerizations have the poten-
tial to completely alter the interaction landscape of the protein due to the changing position of the
N-terminal domains of the dimerized chains. These could lead to different kinds of aggregations
or their elimination. Outside of equilibrium, as the neutral domain effectively ’expands’ upon
polymerization of dimers, which connect by their N-terminals, the slow-aging effects could grow
more prominent, leading to new discoveries on the effects of the neutral domain on the kinetics
of the chains.

9.4 Additional magnetic tweezers experiments

As mentioned, a severe lack of out-of-equilibrium data impeded the number of conclusions I
could draw in this study. Thus, future work could include a much larger data set, with the addition
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of high denaturant conditions for the variant, to test how denaturation of the hydrophobic effects
could affect the glassy dynamics of the NFLts.

9.5 Applications of self-assembling IDP brushes

The ability of polymer brushes to control surface functionality enabled them to have many pos-
sible applications in recent years. Recent studies attempting to use IDP brushes as an alternative
to traditionally synthetic polymer brushes have shown many benefits, such as biodegradability
and enabling environmentally-sensitive surface functionality [62]. As such, IDPs in similar compo-
sition to NFLts with the ability to self-assemble to spherical brushes could see applications where
environment-specific surface control might be needed. The spherical nature of these brushes en-
ables them to easily travel to targeted areas, where they could act as barriers, apply pressure, or
other surface-related effects as needed.
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10 Code

All the code below was written in Python. Form factors, models and analysis were all fitted
to the appropriate data using the lmfit Python library [111]. All the appropriate parameters
required for the fittings are in the tables of the appendix.

10.1 Analyses and models

Extended Guinier function

def exGuinlim(x, a, c, NN):

"""

Input: x - scattering vector q

a - Zero concentration intensity I0

c - Scaling exponent nu

NN - Chain monomer number

Output: Estimated scattering intensity by the extended Guinier approximation.

"""

g = 1.1615

b = np.sqrt(g * (g + 1) / (2 * (g + 2 * c) * (g + 2 * c + 1))) * 0.55 * NN ** c

return np.log(a) - (1 / 3) * (b ** 2) * x + 0.0479 * (c - 0.212) * (b ** 4) * (x ** 2)

Salted polyelectrolyte model [64]

def k_model(x, C, N, b, nu, lb_):

"""

Debye length (kappa) as a function of the radius of gyration Rg of the salted polyeelctrolyte model.

Input: x - Radius of gyration Rg

C - Arbitrary fitting constant

N - Chain monomer number

b - Kuhn length

nu - Extended volume

lb_ - Bjerrum length

Output: kappa(Rg) of the salted polyeelctrolyte model

"""

Rg = x / (C * np.sqrt(N / 6) * b)

k = 4 * np.pi * lb_ / ((Rg ** 5 - Rg ** 3) / (0.44 * np.sqrt(N)) - nu)

return np.sqrt(k / b ** 3)
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10.2 Form factors

Gaussian form factor

def _fa_coil(qrg):

"""

Auxiliary function

Input: qrg - scattering vector q times radius

of gyration Rg

Output: Coil scattering amplitude function fa_coil: square root of the gaussian

form factor

"""

fa = np.ones(qrg.shape)

fa[qrg != 0] = (1 - np.exp(-qrg[qrg > 0])) / (qrg[qrg > 0])

qRg

return fa

def gaussian_ff(x, scale, Rg):

"""

Input: x - Scattering vector q

scale - Intensity scale

Rg - Radius of gyration

Output: scaled Gaussian form factor

"""

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

fa_RDA = _fa_coil(Rg * Q)

return scale * fa_RDA ** 2

Spherical form factors

def _fa_sphere(qr):

"""

Auxiliary function

Input: qrg - scattering vector q times sphere

radius R

Output: Spherical scattering amplitude

"""

fa = np.ones_like(qr)

qr1 = qr[qr > 0]

fa[qr > 0] = 3 / qr1 ** 3 * (np.sin(qr1) - qr1 * np.cos(qr1))
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return fa

def sphere_ff(x, scale, R):

"""

Input: x - Scattering vector q

scale - Intensity scale

R - Sphere radius R

Output: Spherical form factor

"""

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

return _fa_sphere(Q * R) ** 2 * scale

def sphere_ff_poly(x, scale, R, FWHM, iterations):

"""

Input: x - Scattering vector q

scale - Intensity scale

R - Sphere radius R

FWHM - Radius polydispersity

iterations - Integration iterations

Output: Polydisperse spherical form factor

"""

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

res = np.zeros(len(Q))

dR = 1 / iterations

Rn = np.linspace(R - 3 * FWHM, R + 3 * FWHM, iterations)

for i in range(iterations):

res += dR / (2 * np.pi * FWHM) * sphere_ff(Q, scale, Rn[i]) * np.exp(-0.5 * ((Rn[i] - R) / FWHM) ** 2)

return res * scale / res[0]

Ellipsoidal form factors

def ellipsoid(x, scale, R, epsilon):

"""

Ellipsoid of semiaxis (R,R,epsilon*R)

Input: x - Scattering vector q

scale - Intensity scale

R - Semiaxis radius R

epsilon - Secondary semiaxis scaling

parameter
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Output: Scaled ellipsoid form factor

"""

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

int_it = 10

res = np.zeros(len(Q))

for i in range(len(Q)):

res[i] = integration(lambda a: np.sin(a) * _fa_sphere(Q[i] * r_alpha(R, epsilon, a)) ** 2, 0, np.pi / 2,int_it)

return res * scale

def epsiloid_ff_poly(x, L_R, scale, R, L, FWHM, iterations):

"""

Input: x - Scattering vector q

L_R - Parameter polydispersity boolean.

0: Polydispersity of R

1: Polydispersity of epsilon

scale - Intensity scale

R - Semiaxis radius R

L - Secondary semiaxis scaling

parameter

FWHM - Polydispersity

iterations - Integration iterations

Output: Polydisperse ellipsodial form factor

"""

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

res = np.zeros(len(Q))

dR = 1 / iterations

if L_R == 0:

Ln = np.linspace(L - 3 * FWHM, L + 3 * FWHM, iterations)

for i in range(iterations):

res += dR / (2 * np.pi * FWHM) * ellipsoid_ff(Q, scale, R, Ln[i]) * np.exp(-0.5 * ((Ln[i] - L) / FWHM) ** 2)

if L_R == 1:

Rn = np.linspace(R - 3 * FWHM, R + 3 * FWHM, iterations)

for i in range(iterations):

res += dR / (2 * np.pi * FWHM) * ellipsoid_ff(Q, scale, Rn[i], L) * np.exp(-0.5 * ((Rn[i] - R) / FWHM) ** 2)

return res * scale / res[0]

Cylindrical form factors

def cylinder_ff(x, scale, R, L):
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"""

Cylinder of radius R and length L form factor

Input: x - Scattering vector q

scale - Intensity scale

R - Cylinder radius R

L - Cylinder length L

Output: Scaled Cylindrical form factor

"""

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

int_it = 100

res = np.zeros(len(Q))

for i in range(len(Q)):

res[i] = integration(lambda a: np.sin(a) * cylinder_(a, Q[i], R, L) ** 2, 0.001, np.pi / 2,

int_it)

return res * scale

def cylinder_ff_poly(x, L_R, scale, R, L, FWHM, iterations):

"""

Input: x - Scattering vector q

L_R - Parameter polydispersity boolean.

0: Polydispersity of R

1: Polydispersity of L

scale - Intensity scale

R - Cylinder radius R

L - Cylinder length L

FWHM - Polydispersity

iterations - Integration iterations

Output: Polydisperse cylindrical form factor

"""

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

res = np.zeros(len(Q))

dR = 1 / iterations

if L_R == 0:

Ln = np.linspace(L - 3 * FWHM, L + 3 * FWHM, iterations)

for i in range(iterations):

res += dR / (2 * np.pi * FWHM) * cylinder_ff(Q, scale, R, Ln[i]) * np.exp(-0.5 * ((Ln[i] - L) / FWHM) ** 2)

if L_R == 1:

Rn = np.linspace(R - 3 * FWHM, R + 3 * FWHM, iterations)

for i in range(iterations):
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res += dR / (2 * np.pi * FWHM) * cylinder_ff(Q, scale, Rn[i], L) * np.exp(-0.5 * ((Rn[i] - R) / FWHM) ** 2)

return res * scale / res[0]

Micelle form factors [99, 100]

def PG_spherical_gaussian(x, scale, beta, R, h, z, pos, solventSLD, d=1):

"""

Spherical micelle form factor

Input: x - Scattering vector q

scale - Intensity scale

beta - beta parameter

R - Sphere radius R

h - brush height h

z - aggregation number z

pos - number of core residues per tail

solventSLD - Scattering length density of the solvent

d - Tail to core distance (default 1: tails directly stem from the core shell)

Output: Spherical micelle form factor

"""

sphere_SL, sphereSLD, coil_SL, coilSLD = SL_calc(pos)

volu = coil_SL / coilSLD

coilequR = (volu / (4 / 3. * np.pi)) ** (1 / 3.)

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

cg = coilSLD - solventSLD

cs = sphereSLD - solventSLD

coilVolume = (4 / 3. * np.pi * coilequR ** 3)

fa_RDA = (_fa_coil(h * Q) ** 2 / (1 + beta * _fa_coil(h * Q) ** 2))

fa_coil = fa_RDA

res = (fa_coil / z) * (cg * coilVolume * z) ** 2

f0 = (4 / 3. * np.pi * R ** 3 * cs)

s_term = _fa_sphere(Q * R) ** 2

sc_term = _fa_sphere(Q * R) * (np.sin(Q * (R + d * h)) / (Q * (R + d * h)))

cc_term = (np.sin(Q * (R + d * h)) / (Q * (R + d * h))) ** 2

res += s_term * f0 ** 2

res += _fa_coil(h * Q) * sc_term * 2 * f0 * (cg * coilVolume * z)

res += ((z - fa_RDA[0]) / z) * (fa_coil * cc_term) * (cg * coilVolume * z) ** 2

return res * scale / (((cg * coilVolume * z) + f0) ** 2)

def PG_ellipsoid_corona(x, scale, R, epsilon, h, z, pos, solventSLD, d=1):
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"""

Ellipsodial micelle form factor

Input: x - Scattering vector q

scale - Intensity scale

R - Semiaxis radius R

epsilon - Secondary semiaxis scaling

parameter

h - brush height h

z - aggregation number z

pos - number of core residues per tail

solventSLD - Scattering length density of the solvent

d - Tail to core distance (default 1: tails directly stem from the core shell)

Output: Ellipsodial micelle form factor

"""

sphere_SL, sphereSLD, coil_SL, coilSLD = SL_calc(pos)

volu = coil_SL / coilSLD

coilequR = (volu / (4 / 3. * np.pi)) ** (1 / 3.)

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

cg = coilSLD - solventSLD

cs = sphereSLD - solventSLD

coilVolume = (4 / 3. * np.pi * coilequR ** 3)

fa_RDA = _fa_coil(h * Q)

fa_coil = fa_RDA

res = fa_coil ** 2 / z * (cg * coilVolume * z) ** 2

f0 = (4 / 3. * np.pi * epsilon * R ** 3 * cs) # forward scattering Q=0

s_term = np.zeros(len(Q))

sc_term = np.zeros(len(Q))

cc_term = np.zeros(len(Q))

int_it = 10

for i in range(len(Q)):

s_term[i] = integration(lambda a: np.sin(a) * _fa_sphere(Q[i] * r_alpha(R, epsilon, a)) ** 2, 0, np.pi / 2,

int_it)

sc_term[i] = integration(

lambda a: np.sin(a) * _fa_sphere(Q[i] * r_alpha(R, epsilon, a)) *

np.sin(Q[i] * (r_alpha(R, epsilon, a) + d * h)) / (Q[i] * (r_alpha(R, epsilon, a) + d * h)), 0,

np.pi / 2, int_it)

cc_term[i] = integration(lambda a: np.sin(a) * (np.sin(Q[i] * (r_alpha(R, epsilon, a) + d * h)) /(Q[i] * (r_alpha(R, epsilon, a) + d * h))) ** 2, 0, np.pi / 2, int_it)

res += s_term * f0 ** 2

res += fa_coil * sc_term * 2 * f0 * (cg * coilVolume * z)
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res += (z - 1) / z * (fa_coil ** 2 * cc_term) * (cg * coilVolume * z) ** 2

return scale * res * 1 / (((cg * coilVolume * z) + f0) ** 2)

def PG_cylindrical_corona(x, scale, R, L, beta, z, h, pos, solventSLD, d=1):

"""

Cylindrical micelle form factor

Input: x - Scattering vector q

scale - Intensity scale

R - Cylinder radius R

L - Cylinder length L

h - brush height h

z - aggregation number z

pos - number of core residues per tail

solventSLD - Scattering length density of the solvent

d - Tail to core distance (default 1: tails directly stem from the core shell)

Output: Cylindrical micelle form factor

"""

pass1, sphereSLD, coil_SL, coilSLD = SL_calc(pos)

volu = coil_SL / coilSLD

coilequR = (volu / (4 / 3. * np.pi)) ** (1 / 3.)

q = np.atleast_1d(x)

Q = np.where(q == 0, q * 0 + 1e-10, q)

cg = coilSLD - solventSLD

coilVolume = (4 / 3. * np.pi * coilequR ** 3)

fa_RDA = (_fa_coil(h * Q) / (1 + beta * _fa_coil(h * Q)))

fa_coil = coilVolume * cg * fa_RDA

cs = sphereSLD - solventSLD

f0 = (np.pi * L * R ** 2 * cs) # forward scattering Q=0

s_term = np.zeros(len(Q))

sc_term = np.zeros(len(Q))

cc_term = np.zeros(len(Q))

int_it = 10

for i in range(len(Q)):

s_term[i] = f0 ** 2 * integration(lambda a: np.sin(a) * cylinder_(a, Q[i], R, L) ** 2, 0.001, np.pi / 2, int_it)

sc_term[i] = f0 * integration(

lambda a: np.sin(a) * cylinder_(a, Q[i], R, L) * c_s_ff(a, Q[i], R + d * h, L + 2 * d * h), 0.001,

np.pi / 2, int_it)

cc_term[i] = integration(

lambda a: np.sin(a) * c_s_ff(a, Q[i], R + d * h, L + 2 * d * h) ** 2, 0.001,
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np.pi / 2, int_it)

res = z * fa_coil ** 2

res += s_term

res += 2 * z * fa_coil * sc_term

res += z * (z - fa_RDA[0]) * (fa_coil ** 2 * cc_term)

return res * scale
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Abstract Intrinsically disordered proteins (IDPs) are a subset of proteins that lack stable secondary struc-
ture. Given their polymeric nature, previous mean-field approximations have been used to describe the
statistical structure of IDPs. However, the amino-acid sequence heterogeneity and complex intermolecular
interaction network have significantly impeded the ability to get proper approximations. One such case is
the intrinsically disordered tail domain of neurofilament low (NFLt), which comprises a 50 residue-long
uncharged domain followed by a 96 residue-long negatively charged domain. Here, we measure two NFLt
variants to identify the impact of the NFLt two main subdomains on its complex interactions and statis-
tical structure. Using synchrotron small-angle x-ray scattering, we find that the uncharged domain of the
NFLt induces attractive interactions that cause it to self-assemble into star-like polymer brushes. On the
other hand, when the uncharged domain is truncated, the remaining charged N-terminal domains remain
isolated in solution with typical polyelectrolyte characteristics. We further discuss how competing long-
and short-ranged interactions within the polymer brushes dominate their ensemble structure and, in turn,
their implications on previously observed phenomena in NFL native and diseased states.

Introduction

Intrinsically disordered proteins (IDPs) are a subset of
proteins that, instead of forming a rigid singular struc-
ture, fluctuate between different conformations in their
native form [1,2]. Nonetheless, IDPs serve significant
biological functions and account for about 44% of the
human genome [3]. The lack of fixed structure pro-
vides IDPs many advantages in regulatory systems in
which they often play a crucial role in mediating protein
interaction [4,5]. These roles often come into play from
intrinsically disordered regions (IDRs) of folded pro-
teins interacting with other IDRs. For example, in the
neurofilament proteins, tails emanating from the self-
assembled filament backbone domains bind together
and form a network of filaments [6–10].

The ensemble statistics of IDPs stem from their
sequence composition and the surrounding solution [2].
For example, previous studies showed that IDPs com-
prising mostly negatively charged amino acids (poly-
electrolytes) are locally stretched due to electrostatic

a e-mail: roy@tauex.tau.ac.il (corresponding author)

repulsion between the monomers [11]. Moreover, differ-
ent properties, such as hydrophobicity, were shown to
be linked with local IDP domain collapse [12]. The com-
plex interactions that arise from sequence heterogene-
ity allow IDPs to form specific complexes without losing
their disordered properties [13]. For example, Khatun et
al. recently showed how, under limited conditions, the
human amylin protein self-assembles into fractal struc-
tures [14].

As IDPs are disordered chains, polymer theories
are prime candidates to relate the measured struc-
tural statistics to known models, which can help link
the sequence composition of the IDP to its confor-
mations [15–18]. Specifically, polymer scaling theories
allow us to derive the statistical structure of IDPs given
sequence-derived parameters, such as charge density
and hydrophobicity [11,12,19–21]. However, due to the
heterogeneity of the IDP primary structure (i.e., the
amino-acid sequence), some systems showed contradic-
tions with the behavior theorized by standard hetero-
geneous polymer physics [17,19,22–24].

The unique biological properties of IDPs have given
rise to numerous attempts to use them as building
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blocks for self-assembled structures [25]. For example,
IDPs were proposed as brush-like surface modifiers,
due to their enhanced structural plasticity to environ-
mental conditions [26,27]. Another example of an IDP
brush system is the neurofilament (NF) protein sys-
tem [6,28,29], described as interacting bottle-brushes.
NF subunit proteins form mature filaments with pro-
truding disordered C-terminus IDR known as ‘tails.’ NF
tails were shown to mediate NF network formation and
act as shock absorbents in high-stress conditions [29].
Moreover, NF aggregations are known to accumulate
alongside other proteins in several neurodegenerative
diseases, such as Alzheimer’s and Parkinson’s. [30].

The NF-low disordered tail domain (NFLt) sequence
can be divided into two unique regions: an uncharged
region (residues 1–50) starting from its N-terminal and
a negatively charged region (residues 51–146). The
NFLt can be described as a polyelectrolyte with a net
charge per residue (NCPR) of −0.24. Furthermore, the
statistical structures of segments within the NFLt are
influenced by the amount, type, and disperse of the
charged amino acid within a segment [22]. Nonethe-
less, other structural constraints, particularly long-
range contacts, impact the local statistical structures.
Additionally, NFLt was shown to have glassy dynamics
with the response to tension [31]. Such dynamics were
associated with multiple weakly interacting domains
and structural heterogeneity.

In this paper, we revisit NFLt as a model system for
charged IDP and focus on the contribution of its neutral
and hydrophobic N-terminal domain. We will show that
increased salt concentration causes NFLt to form star-
like brushes with increased aggregation number (Z).
Here, we are motivated by theoretical models, in partic-
ular the Pincus’ model for salted polyelectrolytes [32],
that capture key physical properties of IDPs, including
the model system presented here [26,29,33]. We will
further quantify the competition between hydrophobic
attraction and electrostatic and steric repulsion in the
formation of the structures of NFLt.

Results

To study the N-terminal domain contribution to the
structure of NFLt, we designed two variants and mea-
sured them at various buffer conditions. The first con-
struct is the entire 146 residues of the NFLt chain,
which we term as WT (NCPR = −0.24), and the sec-
ond is isolating the 104 negatively charged residues from
the C-terminal of NFLt (NCPR = −0.33), termed as
ΔN42. We expressed the variants in E-coli and purified
it up to 96% (see methods).

We assessed the variants in solution using small-angle
X-ray scattering (SAXS), a technique extensively used
to characterize the statistical structures of IDPs [34].
From the raw SAXS data, measured at various salin-
ities, we can already find high structural differences
between the two variants (Fig. 1a). Dominantly at the
low wave-vector (q) region, the WT variant scattering

Fig. 1 SAXS measurements of WT and ΔN42 at different
salinity (Cs). a For increasing Cs, the WT variant shows
increased small-angle scattering, a signature for aggrega-
tion. In contrast, ΔN42 remains structurally intrinsically
disordered as Cs vary. Data points are shifted for clarity.
Lines are form-factor fittings, as described in the text. b
Normalized Kratky plot of the same SAXS measurements.
The ΔN42 variant remains disordered and unchanged with
salinity, while the WT variant shows a hump at low q, typ-
ical for a collapse region. With increasing Cs, the hump at
the lower q range becomes a sharper peak accompanied by a
scattering rise at the higher q range. Such behavior indicates
that the aggregation coexists with the WT variant’s highly
dynamic and disordered regions. Both variants shown are
at the highest measured concentration (Table S1, S3). WT
measurements are in 20 mM Tris pH 8.0 with 0, 150, 250,
and 500 mM added NaCl (from bottom to top). Likewise,
for ΔN42, measurements are in 20mM Tris pH 8.0 with 0
and 150mM added NaCl (bottom to top)

(I) rises with added NaCl salt. Such an increase at low
q implies high molecular mass particles due to aggrega-
tion of the WT variant.

In contrast, ΔN42 shows a separated Gaussian poly-
mer profile (Figs. 1a, S1), nearly insensitive to total
salinity (Cs = 20 − 520 mM). Similarly, the data pre-
sented in Kratky format (qI2 vs. q, Fig. 1a) show the
ΔN42 has the signature of a disordered polymer. In
contrast, the WT variant, in particular at high salin-
ity, has a combination of a collapse domain (the peaks
from below q = 0.25nm−1) and a disordered polymeric
structure (the scattering rise at higher q Fig. 1a).

Being completely disordered, ΔN42 lacks a stable
structure and can be described using a statistical
ensemble of polymeric conformations [35] were:

I(q) = I0 exp{−1

3
(qRG)2

+ 0.0479(ν − 0.212)(qRG)4}.
(1)

Here, I0 is the scattering at q = 0, ν is Flory scaling
exponent, and RG is the radius of gyration defined by:

RG =

√
γ(γ + 1)

2(γ + 2ν)(γ + 2ν + 1)
bNν , (2)

where γ = 1.615 and b = 0.55nm (see [35]) and the
analysis is viable up to qRG ∼ 2 (Fig. S2, S3). In all
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ΔN42 cases, the scattering profile fits Eq. 1 and with
ν ranging between 0.63–0.69 depending on the buffer
salinity (Table S1). In ‘infinite dilution’ conditions (zero
polymer concentration), we find ν to decrease monoton-
ically from 0.73 to 0.62 with added salt (Table S2).

Given the noticeable aggregation for the WT vari-
ant, alternative form factors were considered to match
the scattering profiles (lines in Fig. 1). The absence
of structural motifs at high q values (q > 0.3 nm−1)
indicates a disordered nature for WT at shorter length
scales. Conversely, in the lower q region (q < 0.3 nm−1),
the scattering suggests stable structural motifs or a
larger molecular weight particles. Such SAXS resem-
bles that of self-assembled decorated spherical micelles
[36]. Variations of micelle models are shown to fit the
data (Figs. 1, S4–S6). Sufficiently low aggregation num-
ber and core size distill the description of the spherical
micelle into a ‘star-like’ brush. Alternative attempts to
fit the scattering profiles to other form factors models,
including vesicles and lamellar, were unsuccessful.

For the star-like model, the aggregated variants form
a small spherical core of volume Vcore made out of n ·Z
monomers (comparison with different cores described in
[37] and in Fig. S4), where n denotes the peptide length
per polypeptide within the core, and Z is the aggrega-
tion number, i.e. the number of polypeptides per ‘star.’
The remainder of the WT variant then protrudes from
the core as the star polymer brush (Figs. 2a, S4–S6).

The star-like scattering form factor is described as a
combination of four terms [36]: the self-correlation term
of the core Fc, the self-correlation term of the tails Ft,
the cross-correlation term of the core and the tails Sct

and the cross-correlation term of the tails Stt:

Ftotal(q) = Z2β2
cFc(q) + Zβ2

t Ft(q)

+ 2Z2βcβtSct(q) + Z(Z − 1)β2
t Stt(q).

(3)

Here, βc and βt are the excess scattering length of
the core and the tails, respectively. From fitting the
scattering data, we extracted the height of the tails
h = 2RG, the aggregation number Z, and the relevant
core’s parameters (e.g., core radius R for a spherical
core, cylinder radius R and length L for a cylindrical
core [37]), schematically illustrated in Fig. 2a. All fitting
parameters are found in Table S3.

To avoid misinterpretation and to minimize inter-
molecular interaction effects, we present the fitting
results at the ‘infinitely diluted regime’ by extrapolat-
ing the relevant parameters measured at various pro-
tein concentrations to that at zero protein concentra-
tion (Fig. S7, Table S4). The parameters are mostly
independent of the concentration unless explicitly men-
tioned.

At low salinity (20 mM), the aggregation number for
the WT variant is of a dimer (Z ≈ 2), and the core’s
shape is that of a cylinder (with a radius R = 0.89
nm and length L = 1.19 nm). At higher salt condi-
tions (170–520 mM), the form factor fits spherical core
aggregates with increasingly higher Z’s (Fig. 2a).

Given the relatively small core volume (Vcore ≈ 1 −
2nm3, Fig. 2c), it is crucial to evaluate the ‘grafting’ dis-
tance between neighboring chains, ρ, on the core surface
(S = 4πR2 = Zρ2) and the brush extension, h, outside
the core. As shown in Fig. 2d, in all cases, h/ρ � 1 indi-
cates a ‘brush regime’ where neighboring chains repel
each other while extending the tail’s height [38].

The repulsion between the grafted tail is further
emphasized when comparing h/2 for WT to the equiv-
alent ΔN42 length-scale (RG), showing a significant
extension for WT (Fig. 2e). We notice that the WT
tail’s length (h) increases at low salt (during the tran-
sitions from a dimer to a trimer), followed by a steady
mild decrease as the Cs, and following Z increase.
Similar compactness with increasing Cs is shown for
ΔN42 and is expected for polyelectrolyte due to the
reduction in electrostatic repulsion [39]. To better com-
pare the statistical structure of two variants of disor-
dered regions, we followed the polymeric scaling nota-
tion ν that quantifies the compactness of the chain. For
ΔN42, we extracted ν from Eqs. 1 and 2 and found
a significant decrease in its value as 50 mM of NaCl is
added to the 20 mM Tris buffer (Fig. 3a). The following
monotonic decline is in line with polyelectrolytic mod-
els and electrostatic screening effects [40], shown in a
solid red line in Fig. 3a. Interestingly, previous measure-
ments of segments within the NFLt charged domain
were shown to have similar ν values as in ΔN42 .
However, the same decline in salinity was not observed
(Fig. 3a) [22].

For the WT variant, the scaling factor (ν) of the ‘star-
like polymer’ brushes is extracted from Eq. 2. Here,
we use RG = h/2, where h is obtained from Eq. 3.
For Cs = 20 mM, we find that ν is of similar scale
as for ΔN42 . This similarity can be attributed to the
nature of the dimer, where the intramolecular electro-
static interactions dominate the expansion of each of
the two tails. As Cs increases by 150 mM, ν exhibits
a considerable increase, presumably due to neighboring
tail repulsion. Above Cs = 170 mM, ν shows a weak
decrease. We attribute this weak decline to the salt-
brush regime of polyelectrolyte brushes [41] shown in

solid blue in Fig. 3a. In this regime, h ∝ C
−1/3
s , and

subsequently ν ∝ − 1
3 log(Cs).

We note that the cores of the star-like polymers are
relatively small and that each polypeptide aggregates
through only a few, most likely hydrophobic, amino
acids. From the tabulated amino-acid partial volume,
〈φaa〉 [42], we estimate the comprising amino acids as
spheres of volume 〈φaa〉. From here, the average num-
ber of amino acids per polypeptide inside the core is
estimated by the number of spheres that can fit within
the core volume, divided by the aggregation number:
n = Vcore/(〈φaa〉 · Z). Noticeably, our fit results with
small n values, ranging between ∼ 7 − 2 residues on
average within the aggregate ensemble and depending
on the buffer salinity. Attempting to ‘fix’ n to a larger
constant residue per tail number results in a poorer
fitting (Fig. S9). In Fig. 3a, we indeed see that the
most significant change occurs at the low salt regime,
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Fig. 2 a Schematic of the system’s structure variation
with salinity (Cs). While ΔN42 remains disordered and seg-
regated, the WT variant aggregates to a star-like polymer
with a higher aggregation number at higher Cs. b–e Struc-
tural parameters for WT (blue symbols) and ΔN42 (red
symbols) variants extracted from fitting the SAXS data.
Full and hollow circles represent the spherical and cylin-
drical core fitted parameters, respectively. d In all cases,

the brush heights (h) are much larger than the correspond-
ing grafting length (ρ), indicative of a brush regime. e The
structurally intrinsically disordered ΔN42 variant compacts
with higher Cs values and remains more compacted from
the projected brushes for the WT variant. All values are
the extrapolated ‘zero concentration’ fitting parameters (see
Fig. S7)

a.

b.

Brush

Dimer

Isolated

Fig. 3 Deduced structural parameters from the SAXS
data fitting. a Flory exponent (ν) of WT tails and
ΔN42 variants showing extended disordered scaling. The
red line refers to the theoretical brush model [41], and
the blue line refers to the theoretical polyelectrolyte [40].
ΔN42 shows a decrease in the protein extension due to
the decline in intermolecular electrostatic repulsion (see also
Fig. 4). WT shows an increase in the extension when shift-
ing from a dimer to a trimer, followed by a slight decline

with a further increase in salinity. In gray, average ν is
obtained from measuring separate NFLt segments with an
NCPR of −0.3 to −0.6 [22]. b The core (aggregated) pep-
tide length per polypeptide as a function of salinity. At high
salinity, each polypeptide aggregates via 2–3 amino acids
that form the star-like polymer core. Both panels’ values
are the extrapolated ‘zero concentration’ parameters (sup-
plementary Fig. S8)
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where n drops from an average of 7 to 3 amino acids
(Cs = 20, 170 mM, respectively). Such behavior is
known to occur within globular proteins [43] and was
recently alluded to impact IDPs [44]. The following
trend is a further decrease in n, albeit much weaker,
which results in a final average n of about two as the
salinity reaches Cs = 520 mM.

Last, in Fig. 4, we quantify the intermolecular inter-
actions by evaluating the second virial coefficient,
A2, using a Zimm analysis [45] (Table S5). Here,
A2 describes the deviation of the statistical ensem-
ble from an ideal gas. In agreement with our previous
data, we find that the inter-molecular interactions of
ΔN42 change from repulsive (A2 > 0) to weakly attrac-
tive (A2 ≤ 0) as the salinity increases. In contrast, for
WT, A2 changes from a nearly neutral state of inter-
molecular interactions (i.e., ideal gas regime) to mildly
attractive (A2 < 0). These findings are reflected in the
dependency of the variant Flory coefficient ν in concen-
tration. While at the lowest salinity, ΔN42 is shown to
expand as protein concentration is decreased, for higher
salinities and for the WT measurements, ν remain pri-
marily unchanged (Fig. S8a).

Combining our results for both variants, we find an
exemplary role of long-range electrostatic interactions
tuning the statistical structure of IDPs. Without the
uncharged N-terminal domain, the NFLt exhibited sig-
nificant change as the electrostatic interactions were
screened, causing them to condense further. In contrast,
the presence of the uncharged domain incurred aggre-
gation of the proteins, bringing the tails much closer
to each other. The increase in proximity was reflected
in a significant increase in the expansion compared to
the truncated variant, which exhibited a much weaker
contraction with salinity.

Discussion and Conclusions

We investigated the effects of sequence heterogeneity
on the interactions and structures of NFLt, an IDP
model system. For NFLt, the N-terminal region consist-
ing of the first ∼ 50 residues is hydrophobic and charge
neutral, while the remaining chain is highly charged.
We found that the sequence heterogeneity differentiates
between the structures of the entire WT NFLt and a
variant lacking the N-terminal domain. In particular,
the WT variant self-assembles into star-like structures,
while the ΔN42 one remains isolated in all measured
cases.

Since ΔN42 can be attributed as a charged polymer,
weakly attractive interactions take center stage as the
electrostatic repulsion diminishes with charge screen-
ing (Fig. 4). These interactions could be attributed
to monomer–monomer attractions that arise from the
sequence heterogeneity of the IDP, such as weak
hydrophobic attraction from scattered hydropathic sites
[22,28,29,46–48].

For the WT variant, the intermolecular interactions
started from a near-neutral state and transitioned to

weakly attractive. However, as the WT measurements
describe self-assembling complexes, the interpretation
of these results differs from ΔN42. As such, we inter-
pret the intermolecular interactions as the ‘aggrega-
tion propensity,’ the protein complex’s growing abil-
ity. The aggregation propensity grows as the attractiv-
ity between the complex and the other polypeptides in
the solution increases. This behavior can be observed
when examining the responsiveness of the aggregation
number Z to protein concentration C (Fig. S7). In
the lowest measured screening, Z dependency on pro-
tein concentration was minimal. As we increase the
screening effects, this dependency becomes more sub-
stantial. This characterization is also found in folded
proteins, where intermolecular interactions were shown
to indicate aggregation propensity [49]. The increased
intermolecular attraction induced at increasing salin-
ity is indicative of a salting-out phenomenon [50,51],
although further investigation at higher salinity is
needed.

The stability of the star-like polymer core should be
evaluated by the participating residues per polypep-
tide (n). Indeed, while our fittings result with rather
small n values, the SAXS signal at low q is domi-
nated with aggregated structures under all salinity con-
ditions. Within the occurring hydrophobic interactions,
the release of bound water molecules and ions from the
polypeptides is likely to contribute to the core’s sta-
bility. Such entropic-based effects have been observed
in similar processes such as protein flocculation [52,53]
and in temperature-specific IDP binding modulation
[54].

In our previous study [22], Flory exponents (ν) of
shorter segments from the same NFLt were measured
independently and in the context of the whole NFLt
using SAXS and time-resolved Förster resonance energy
transfer (trFRET). There, regardless of the peptide
sequence, in the context of the entire NFLt, the seg-
ments’ structural statistics were more expanded (i.e.,
with larger ν values) than when measured indepen-
dently. Similarly, these short segments measured with
SAXS have smaller ν values (i.e., with a compacted
statistical structure) than those of measured here for
ΔN42 in all salt conditions (Fig. 3a, gray symbols).

The expansion of segments in the context of a longer
chain corroborates that long-range contacts contribute
to the overall disordered ensemble [22]. Interestingly, at
Cs = 520 mM salinity, we found similar ν values of the
ΔN42 and the previous short segment measurements,
indicating a comparable expansion. We suggest that at
higher salinities, the significance of electrostatic long-
range contacts diminishes, aligning the expansion ‘scal-
ing laws’ regardless of the chain length. Importantly,
comparisons between our ΔN42 variant results (and
not to the WT variant) and the previous segments’
measurements are more suitable as the chains did not
aggregate in those cases.

Compared to ΔN42, WT exhibits a mild contrac-
tion in salt, resembling the behavior of the ‘salt-
brush’ regime observed in polyelectrolyte brushes, as
demonstrated in Fig. 3. Similar salt-brush behavior was
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Fig. 4 The osmotic second virial coefficient A2 as a func-
tion of the two variants’ salinity (Cs). ΔN42 intermolecular
interactions transition from repulsive to attractive as Cs

increases. WT changes from a nearly neutral state of inter-
molecular interactions to attractive. Inset: A demonstration
(WT variant, 20 mM Tris and 500 mM NaCl pH 8.0) for the

Zimm analysis used to extract A2 from SAXS data mea-
sured at various protein concentrations (C). Values shown
in the graph are in mg/ml units. The dashed lines show the
extrapolation from the measured data (colored lines) to the
fitted q → 0 and C → 0 yellow lines, where α = 0.01 is an
arbitrary constant used in this analysis

previously observed in neurofilament-high tail domain
brushes grafted onto a substrate [26], and in a recent
polyelectrolytic brush scaling theory [55]. In the salt-
brush regime, Pincus showed that brush mechanics
resemble neutral brushes, determined by steric inter-
chain interactions [32]. In this interpretation, the effec-
tive excluded volume per monomer enlarges and is
proportional to 1/κ2

s , where κs is the Debye length
attributed to the added salt. Consequently, we sug-
gest that the heightened charge screening in the WT
solution allows steric interactions between brushes to
play a more significant role in determining the brush
ensemble. Additionally, we deduce that the increased
prevalence of steric repulsion counteracts the attractive
forces responsible for aggregation, thereby preventing
brush collapse.

The NFLt contraction aligns with previous studies of
native NFL hydrogel networks [28,29]. At high osmotic
pressure, the NFL network showed weak responsiveness
to salinity higher than Cs = 100 mM, in agreement
with theory [55]. With the observed salt-brush behavior
for WT, we suggest that weak salt response in NFL
hydrogels coincides with the increase in steric repulsion
shown for the star-like structures (Fig. 3a, blue line).

Additionally, our measurements show that the hydrop
hobic N-terminal regime of the NFLt domain aggre-
gates. This result is consistent with the findings of Mor-
gan et al. [31], where single-molecule pulling experi-
ments were performed on WT NFLt, and slow aging
effects were observed, likely due to collapse (and poten-
tial aggregation) of the neutral domain. Indeed, follow-
up studies by Truong et al. [56] used single-molecule
stretching to show that added denaturant led to a
swelling of the chain (increased ν), demonstrating that
the WT chain has hydrophobic aggregation that can be

disrupted by the denaturant. These observations sug-
gest that at higher salt, the loss of repulsion may lead
to attractive hydrophobic interactions growing more
prominent in the NFL network. However, the steric
repulsion from the remaining NFL tail may shield such
an unwanted effect. Nonetheless, such effects may grow
more prominent as the native filament assembly is dis-
rupted.

In summary, we showed how the sequence composi-
tion of the NFLt IDP caused structural deviation from
a disordered polyelectrolyte to a self-assembled star-like
polymer brush. Together with the self-regulatory prop-
erties of the brushes, such behavior can be exploited to
design structures that can resist specific environmen-
tal conditions. Additionally, our results showed possible
implications on NFL aggregates that could shed light on
the underlying correlations between the complex struc-
ture and the conditions driving it. While IDPs resemble
polymers in many aspects, as we showed here, it is crit-
ical to assess their sequence to distinguish where and
how to use the appropriate theoretical arguments to
describe their statistical properties and structure.

Methods

Protein purification

Protein purification followed Koren et al. [22]. Variant
ΔN42, included two cysteine residues at the C- and
N terminals. After purification, ΔN42 variants were
first reduced by 20 mM 2-Mercaptoethanol. Next, 2-
Mercaptoethanol was dialyzed out with 1 L of 50 mM
HEPES at pH 7.2. To block the cysteine sulfhydryl

123



Eur. Phys. J. E           (2024) 47:13 Page 7 of 9    13 

group, we reacted ΔN42 variants with 2-Iodoacetamide
at a molar ratio of 1:20. At the reaction, the variants’
concentrations were ∼2 mg/ml. The reaction solution
was kept under dark and slow stirring for 5 hr and
stopped by adding 50 mM 2-Mercaptoethanol followed
by overnight dialysis against 1 L of 20 mM Tris at pH 8.0
with 0.1% 2-Mercaptoethanol. Final purity was >95%
as determined by SDS-PAGE (Fig. S10).

SAXS measurement and analysis

Protein samples were dialyzed overnight in the appro-
priate solution and measured with a Nanodrop 2000
spectrophotometer (Thermo Scientific) for concentra-
tion determination. Buffers were prepared with 1 mM of
TCEP to reduce radiation damage and 0.2% of Sodium
Azide to impair sample infection. The samples were pre-
pared in a final concentration of 2 mg/ml, measured
in a series of 4 dilutions. Preliminary measurements
were measured at Tel-Aviv University with a Xenocs
GeniX Low Divergence CuKα radiation source setup
with scatterless slits [57] and a Pilatus 300K detector.
All samples were measured at three synchrotron facili-
ties: beamline B21, Diamond Light Source, Didcot, UK
[58], beamline P12, EMBL, DESY, Hamburg, Germany
[59], and beamline BM 29 ESRF, Grenoble, France [60].
Measurements at ESRF were taken using a robotic sam-
ple changer [61].

Integrated SAXS data were obtained from the beam-
line pipeline and 2D integration using the “pyFAI”
Python library [62]. Extended Guinier analyses for the
ΔN42 variant were done with the “curve_fit” function
from the “Scipy” Python library [63]. To extract Rg

and ν, extended Guinier analysis was conducted for
0.7 < qRg < 2. Error calculation was done from the
covariance of the fitting.

Model fittings for the WT variant were done using the
“lmfit” Python library [64] using the model described in
[36,37]. Due to the complexity of the model, cylindrical
core fittings were done by binning the data in 100 log-
arithmic bins to reduce computation time. Within the
same model, core parameters (cylinder radius R and
cylinder length L) were set constant, to offset fitting
errors. Initial values of R and L were calculated with
the highest measured concentration. Physical boundary
conditions were imposed on the fitting, and scattering
length (SL) values were set to be unchanged by the
fitting process. SL values of both the core and the tail
domains were determined by tabulated values of amino-
acid SLD in 100% H2O [65] (Table S3). Fitting param-
eter error evaluation was done by finding the covari-
ant of the returning fitting parameters. Error calcula-

tion of the volume was done using: dV
V =

√
3
(

dR
R

)2
.

In addition, ν values of WT were found by a recursive
search of the corresponding tail height h/2 over Eq. 2.
Errors of ν were then found by assuming a simple case of

Rg = bNν , from which dν ∼ ln (1+dR/R)
ln N ∼ ln (N)

−1 dR
R

Zimm analysis

Zimm analysis was performed as described in [45]. Data
normalization was done by first determining I0 by fit-
ting a linear curve over the Guinier plot (ln I(q) vs
q2). Normalized 1/I(q) linear fitting was done starting
with the earliest possible data point until a deviation
from the linear behavior occurs. Data points were then
binned for visual clarity without impacting the result.

Brush model fitting

Brush height model as described in [41] was fitted with
a prefactor c = 0.33 to match data. Resulting heights
were converted to ν by h = bNν where b = 0.38 nm
and N = 146. To accommodate for the change in graft-
ing density, a linear curve was fitted to the grafting
density’s change in salinity and was used to obtain a
continuous plot.

Polyelectrolyte fitting

The fitting model was used as described in [40] with a
pre-factor c = 1.24 to match data.
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Fig. S1 ∆N42 SAXS measurements Gaussian form factor fitting for all salinity concentrations Cs. RG used for the Gaussian
form factor is as obtained by the Extended Guinier analysis (see table S1).
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Yfit)/σdata Dashed line represents the maximum analysis point qRG = 2 from which deviation starts. Displayed data:
20mM Tris pH8.0 in 1.1mg/ml.
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analysis point qRG = 2 from which deviation starts. Protein concentrations were offset for clarity, with the lowest (blue)
being of the highest concentration.
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Cs (mM) C (mg/ml) RG (nm) ν I0 (cm−1)
20 1.1 4.23 ± 0.05 0.642 ± 0.002 0.0228
20 0.8 4.56 ± 0.07 0.660 ± 0.66 0.0254
20 0.6 5.11 ± 0.13 0.689 ± 0.007 0.027
70 1 4.41 ± 0.12 0.652 ± 0.007 0.0259
70 0.5 4.53 ± 0.22 0.659 ± 0.012 0.0257
70 0.3 4.99 ± 0.46 0.683 ± 0.023 0.032
170 1.5 4.51 ± 0.05 0.657 ± 0.003 0.19
170 0.8 4.59 ± 0.11 0.662 ± 0.006 0.18
170 0.3 4.56 ± 0.27 0.661 ± 0.015 0.18
270 1 4.43 ± 0.06 0.653 ± 0.003 0.026
270 0.5 4.45 ± 0.1 0.654 ± 0.006 0.026
270 0.3 4.64 ± 0.16 0.664 ± 0.009 0.028
520 1.5 4.14 ± 0.02 0.636 ± 0.001 0.026
520 0.78 4.00 ± 0.08 0.628 ± 0.005 0.023
520 0.38 4.05 ± 0.35 0.630 ± 0.02 0.023

Table S1 ∆N42 Extended guinier analyis data. Analysis parametres (radius of gyration RG, scaling exponent ν,
and scattering intensity at q = 0 (I0)) obtained for different salt concentrations (Cs) and protein concentrations (C).

Cs (mM) RG (nm) ν
20 5.76 ± 0.31 0.729 ± 0.015
70 4.84 ± 0.27 0.677 ± 0.015
170 4.71 ± 0.04 0.669 ± 0.003
270 4.61 ± 0.16 0.663 ± 0.009
520 3.88 ± 0.04 0.620 ± 0.003

Table S2 Zero concentration extended Guinier analysis data. Analysis parameters (radius of gyration RG and
scaling exponent ν) were extrapolated to zero protein concentration at various salt concentrations (Cs).

Cs C h/2 ν Z n R L V βt βc

(mM) (mg/ml) (nm) (nm) (nm) (nm3) (103nm) (103nm)
20 2.68 9.16±0.15 0.786±0.0033 1.60±0.03 10.11±0.711 0.89±0.028 1.19±0.09 2.26±0.027 0.227 3.826
20 1.8 8.20±0.13 0.758±0.0032 1.83±0.04 8.52±0.059 0.89 1.19 2.26 0.195 3.558
20 1 8.57±0.17 0.768±0.0041 1.87±0.05 8.12±0.060 0.89 1.19 2.26 0.195 3.558
20 0.5 8.27±0.16 0.759±0.0040 1.91±0.05 7.78±0.057 0.89 1.19 2.26 0.195 3.558
170 1.3 9.96±0.03 0.796±0.0006 3.34±0.02 2.52±0.009 0.66±0.005 X 1.18±0.007 0.039 4.014
170 0.73 10.11±0.05 0.799±0.0009 3.27±0.03 2.32±0.014 0.63±0.007 X 1.06±0.010 0.039 4.014
170 0.57 10.37±0.08 0.806±0.0015 2.13±0.02 3.10±0.037 0.60±0.006 X 0.93±0.008 0.074 3.98
170 0.24 10.78±0.10 0.815±0.0019 2.71±0.05 3.23±0.025 0.66±0.011 X 1.23±0.017 0.074 3.98
270 2 9.40±0.02 0.781±0.0003 5.37±0.02 1.89±0.007 0.70±0.004 X 1.42±0.008 0.018 4.03
270 1.5 9.43±0.02 0.782±0.0004 5.02±0.02 1.93±0.009 0.69±0.005 X 1.36±0.009 0.018 4.03
270 0.69 9.85±0.04 0.793±0.0009 4.05±0.04 2.70±0.016 0.71±0.009 X 1.53±0.016 0.039 4.014
370 2.3 9.36±0.01 0.780±0.0003 6.68±0.03 1.48±0.008 0.69±0.005 X 1.38±0.009 0.018 4.036
370 1.5 9.44±0.02 0.782±0.0003 6.43±0.03 1.65±0.009 0.71±0.006 X 1.49±0.010 0.018 4.036
370 0.96 9.53±0.02 0.785±0.0004 5.85±0.03 2.08±0.010 0.74±0.006 X 1.70±0.012 0.039 4.014
370 0.6 9.81±0.03 0.792±0.0007 5.33±0.05 2.13±0.017 0.72±0.010 X 1.59±0.019 0.039 4.014
520 2.5 9.57±0.01 0.786±0.0003 8.15±0.04 1.82±0.008 0.79±0.005 X 2.07±0.012 0.018 4.036
520 1.19 9.28±0.02 0.778±0.0004 6.66±0.04 1.57±0.010 0.70±0.006 X 1.47±0.012 0.018 4.036
520 0.45 9.82±0.03 0.792±0.0005 6.36±0.06 1.94±0.016 0.74±0.010 X 1.72±0.020 0.039 4.014

Table S3 WT spherical and cylindrical fitting analysis data. Analysis parameters (brush height (h), scaling
exponent (ν), aggregation number (Z), core peptide length (n), core radius (R), cylindrical core length (L), core volume
(V ), tail scattering length (βt) and core scattering length (βc)) obtained for different salt concentrations (Cs) and protein
concentrations (C). Cylinder length L values are only relevant to Cs = 20mM where a cylindrical core fit was used. For
the cylindrical core, the same values of L and R were used for all concentrations to alleviate fitting errors (see Methods).
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Fig. S4 SAXS measurements of WT and its fitting to different form factors. Both form factors are of the same model but
use a different core: Spherical or Ellipsoidal. Spherical core fitting yields a core radius of R = 0.66 ± 0.016 nm, and the
ellipsoidal core yields a core radius of R = 1.335 ± 0.23 nm and a secondary radius of ϵR where ϵ = 0.153 ± 0.08. Both
fittings yield close values of aggregation number Z (3.046±0.04 for spherical and 3.562±0.07 for ellipsoidal) and tail height
h/2 (9.838± 0.04 nm for spherical and 9.584± 0.12 for ellipsoidal). Below: Fitting error σfit = (Yfit − Ydata)/σdata. Both
curves show similar error profiles. The spherical model proved best to describe the model due to its simplicity. Displayed
data: WT in 20 mM Tris pH=8.0, and 170 mM NaCl at a concentration of 1.3 mg/ml.
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Fig. S5 SAXS measurements and spherical form factor fitting for all salinity concentrations (Cs). The Cs = 20 mM data
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Fig. S6 WT SAXS measurement with cylindrical fitting. Measurements at the highest concentration of C = 2.68 mg/ml,
in a 20 mM Tris buffer at pH=8.0. To alleviate fitting inconsistencies, consequent fittings of measurements with lower
protein concentrations in the same buffer were done using the obtained core parameters: Core radius R = 0.89± 0.03 nm,
and core length L = 1.19± 0.09 nm.

Cs h/2 ν Z n R L V
(mM) (nm) (nm) (nm) (nm3)
20 8.01±0.46 0.751±0.013 2.03±0.08 7.08±0.39 0.89 1.19 2.26
170 10.60±0.33 0.811±0.008 2.83±0.31 3.17±0.55 0.64±0.03 X 1.10±0.16
270 9.84±0.21 0.793±0.006 3.52±0.22 3.06±0.30 0.70±0.03 X 1.49±0.20
370 9.73±0.12 0.790±0.003 5.19±0.29 2.39±0.12 0.76±0.02 X 1.67±0.01
520 9.47±0.44 0.783±0.011 5.67±0.35 1.82±0.29 0.68±0.06 X 1.28±0.38

Table S4 Zero concentration WT spherical and cylindrical fitting analysis data. Analysis parametres (brush
height (h), scaling exponent (ν), aggregation number (Z), core peptide length (n), core radius (R), cylindrical core length
(L) and core volume (V )) were extrapolated to zero protein concentration at various salt concentrations (Cs). Cylinder
length L values are only relevant to Cs = 20mM where a cylindrical core was used.

Cs AWT
2 A∆N42

2

(mM) (cm3mol/g2 × 103) (cm3mol/g2 × 103)
20 -0.295±1.346 13.264±0.466
70 X 3.978±1.248
170 -2.072±2.091 0.169±1.544
270 -3.328±0.508 -1.152±0.756
370 -2.020±0.563 X
520 -1.933±3.582 -4.417±1.514

Table S5 Second virial coefficient A2 values for both variants in salt concentration Cs.
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a.

Fig. S7 Structural parameters for WT (circles) and ∆N42 (triangles) variants extracted from fitting the SAXS data.
Dashed lines demonstrate the linear fitting of the data used to obtained the zero concentration extrapolations. a. Aggregation
number (Z) dependency on protein concentration (C) increases with increasing salt. b. Core volume Vs against protein
concentration (C). In Cs = 20 mM, the Vs values are constant due to fitting constraints (see Methods). c. In all cases, the
tail heights (h) are much larger than the corresponding grafting length (ρ), indicative of a brush regime. d. The structurally
intrinsically disordered ∆N42 variant compacts with higher Cs values and remains more compacted from the projected tails
for the WT variant. For the ∆N42 variant RG drastically changes as a function of the protein concentration (C).
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a. b.

Fig. S8 a. Flory exponent (ν) of WT tails and ∆N42 variants as a function of the concentration. ∆N42 shows to change
radically as a function of the concentration at the lowest salinities. This effect is reduced as salinity concentration Cs
reaches 170mM. WT and the rest of ∆N42 ν data shows little change as a function of the protein concentration.b. The core
(aggregated) peptide length per polypeptide as a function of the concentrations. The large drop observed from Cs = 20mM
to Cs = 170mM can be attributed to the shift from a dimer to a trimer. Core peptide length difference diminishes with
increasing salinity, however the value still remain largely similar.
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Fig. S9 SAXS measurement of WT and its fitting with different core residue number n. In fixing the core residue number
to a constant value of 10 (in red), the fitting becomes noticeably worse than when n is allowed to vary (in black). Displayed
data: WT in 20 mM Tris pH=8.0, and 170 mM NaCl at a concentration of 1.3 mg/ml.
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Fig. S10 a. SDS-PAGE Tris-Glycine 15% of both ∆N42 and NFLt (WT), showing purity above 95%. White dashed lines
indicate where image lanes were edited closer for clarity. Both show a higher molecular weight reading in the gel, which is
common for IDPs.b-c. Deconvoluted ESI-TOF MS spectra of ∆N42 and NFLt respectively. Theoretical molecular weight
values are 12423.57 and 16233.79 for ∆N42 and NFLt, respectively
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 ריצקת
 
 ירמילופה עבטה תא םירמוש ולא םינובלחש ךכב .םיעובק םינבמל לפקתהל םילגוסמ םניא עבטב םינובלחה ןמ לודג קלח
 תוינגורטהה ,ןכ יפ לע ףא .(mean field) עצוממ הדש תוירואת תועצמאב םהלש יטסיטטסה הנבמה יפל וראות םה רבעב  ,םהלש
  .ןובלחב םירמונומה ןיב תרצונה תכבוסמה תויצקארטניאה תשר בקע ולא םילדוממ תורכנ תויטסל ליבוהל הלוכי ןובלחה ףצר לש

 
 ירסח ןבורש ונימא תוצמוח םישימחכמ בכרומ הז ןובלח .Neurofilament-low לש רדוסמ אלה בנזב יתדקמתה ינא תאז הזתב
 עיפשמ לדומה-ןובלח ףצר ךיא יתמגדה ינא וז הדובעב .ןבורב תילילש תונועט ונימא תוצמוח השישו םיעשתכו ,תויבופורדיהו ןעטמ
  .ולש יטסיטטסה הנבמה לעו תויצקארטניא תשרה לע

 
 תודידמ .ןובלחה לש תואסרג ינש לע תודידמ תועצמאב לקשמ יווישל ץוחמו לקשמ יווישב תודידמ ידי לע הקדבנ ףצרה תעפשה
 םוחתה יכ הלגתה ולא תודידמב .(Small-angle X-ray scattering) תונטק תויוזב סקא ינרק תנירק תועצמאב ושענ לקשמ יוויש
 ןובלחה לש ןועט אלה םוחתה רשאכ , תאז תמועל .הסימתב םיבכוכ יומד םינבמ-לע תריציו תורבטצה םרוג ןובלחה לש ןועט אלה
 ןודא הזתה ךלהמב  .הירואיתב םירתומש יפכ םיטילורטקלאילופל המודב םיגהנתמו ,הסימתב םידדובמ םיראשנ םינובלחה  ,רסומ
 תויוגהנתהל ילש תויחכונה תודידמה ןיב רשק יתרצי ,ףסונב .ולא תועפותל תומרוג חווט תורצקו תוכורא תויצקארטניאה דציכ
  .Neurofilament-low לש רבעב ומסרופש
 
 םייוסינ .(magnetic tweezers) תיטנגמ תותווצ תכרעמ תועצמאב ןובלחה תוארשרש תחיתמ ייוסינ יתכרע ,לקשמ יווישל ץוחמ
 ךשמהב וכרענ ולא םייוסינ .םינובלחה לש ישפוחה הצקל ורשקנש םיטנגמ םירודכו ,ורבוח םינובלחה וילא חטשמ רזעהב וכרענ ולא
 ולא םייוסינ .רורחשו הכיתמב (glassy dynamics) תויכוכז תוימניד הארמ לדומה ןובלח לש בנזה יכ הלגתה םהב רבע ייוסינל
 יתרזח יתדובעב .םירחא םימוחתל הייולת יתלב הקימניד ילעב ןובלחב םימוחת רפסמ לש םמויקל תאזה הקימנידה רוקמ תא ורשק
  .ןובלחה לש יבופורדיהה קלחל םייולת יתלבה םימוחתה תא רשקל הרטמב ןובלחה לש תואסרגה יתש תועצמאב תוקידבה לע

 
  .חפסנכ ףרוצמו םיתימע תרוקיב רבעש רמאמב הנורחאל ומסרופ תאז הזת תואצות בור

  



 
הימונורטסאו הקיזיפל ס״היב  

הבועמ רמוח לש הקיזיפל גוחה  

 

 אלה בנזה לש יטסיטטסה הנבמה לע ףצרה תוינגורטה תעפשה
  Neurofilament-low ןובלחה לש רדוסמ

 
 סקיברק רטמ

 

 הטיסרבינוא ךמסומ ראותל תושירדה לש תיקלח המלשה תחת תשגומ וז הזת
ביבא לת תטיסרבינוא ,הימונורטסאו הקיזיפל רפסה תיבב יעדמ  

 
 קב יעור ׳פורפ לש ותייחנה תחת
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